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S1. THEORETICAL DESCRIPTION

In this section, we summarize the approaches that we developed to theoretically model the results of our interferometric Ramsey experiments. We first discuss the microscopic model that we use to describe the narrow Feshbach resonance of the Li-K mixture, and then we outline how we calculate the time evolution of the system within two approaches: the Truncated Basis Method (TBM) and the Functional Determinant Approach (FDA). In this section, we assume that a 'perfect quench' is performed, where the impurity is initially non-interacting with the Fermi sea and there are no interactions during the radio-frequency (rf) pulses. A discussion of the role played by interactions during the rf pulses is deferred to Section S3.

S1.1. Narrow Feshbach resonance model for Li-K mixtures

In our experiment, the K impurities are concentrated in the central region of the Li Fermi gas where they experience a nearly uniform Li environment (see Section S5.1). Hence we consider in our model K impurities that are immersed in a Li Fermi gas of uniform density. The Li-K mixture is prepared at magnetic fields near a closed-channel dominated Feshbach resonance between the Li|1) and K|3) states that occurs near 155 G. The narrow character of this resonance is a consequence of the limited strength of the coupling of atoms in the open channel to a closed-channel molecular state.

To describe this system we use the two-channel Hamiltonian

\[
\hat{H} = \sum_k \epsilon_{k, Li} \hat{c}_k \hat{c}_k + \sum_k \epsilon_{k, K} \hat{d}_k \hat{d}_k + \sum_k [\epsilon_{k, M} + \epsilon_M(B)] \hat{b}_k^\dagger \hat{b}_k \\
+ \frac{g}{\sqrt{V}} \sum_{k, q} \chi(k) \left( \hat{b}_q^\dagger \hat{c}_{q/2+k} \hat{d}_{q/2-k} + \hat{d}_q^\dagger \hat{c}_{q/2-k} \hat{c}_{q/2+k} \hat{b}_q \right) ,
\]

(1)
where the first line defines the non-interacting Hamiltonian $\hat{H}_0$. Here, $V$ is the total system volume, $\hat{c}_k^\dagger (\hat{c}_k)$ creates (annihilates) a Li fermion with momentum $\hbar \mathbf{k}$ and single-particle energy $\epsilon_{k,\text{Li}} = \frac{\hbar^2 k^2}{2m_{\text{Li}}}$, and $\hat{d}_k^\dagger (\hat{d}_k)$ creates (annihilates) a K impurity atom in the K$[3]$ state with dispersion $\epsilon_{k,\text{K}} = \frac{\hbar^2 k^2}{2m_{\text{K}}}$, where we define $k = |\mathbf{k}|$. The closed-channel molecule is created (annihilated) by $\hat{b}_k^\dagger (\hat{b}_k)$. It has the dispersion $\epsilon_{k,M} = \frac{\hbar^2 k^2}{2(m_{\text{K}} + m_{\text{Li}})}$, and a bare energy relative to the scattering threshold, $\epsilon_M(B) = \delta \mu (B - B_c)$. Here $\delta \mu$ is the differential magnetic moment between the open and closed channels, and $B_c$ denotes the threshold crossing of the bare molecular state [27].

Close to the Feshbach resonance, the scattering length $a$ diverges and the interaction between the K impurities and the Li atoms is predominantly mediated by exchange of the closed-channel molecule. We therefore neglect the background scattering potential in the open channel [14]. The strength of the coupling between the open and closed channels is given by $g$, and we take a form factor $\chi(k) = 1/[1 + (r_0k)^2]$, which accounts for the finite extent $r_0$ of the closed-channel wave function $\sim e^{-r/r_0}$.

The parameters of the model $\delta \mu$, $B_c$, $g$, and $r_0$ are fully determined by known experimental parameters. First, the differential magnetic moment has recently been measured to be $\delta \mu = h \times 2.35(2)$ MHz/G [12]. Second, close to resonance, the scattering length may be parametrized as

$$a = a_{bg} \left( 1 + \frac{\Delta B}{B_0 - B} \right) \approx a_{bg} \frac{\Delta B}{B_0 - B},$$

where $B_0$ is the center of the Feshbach resonance with width $\Delta B = 0.880$ G and background scattering length $a_{bg} = 63.0 a_0$ [14]. To connect with our model, we consider the on-shell two-body scattering amplitude $f(k)$, which for the Hamiltonian (1) is given by [28]

$$f(k) = \frac{\mu_{\text{red}} g^2 \chi(k)^2}{2\pi \hbar^2} \left[ -\frac{\hbar^2 k^2}{2\mu_{\text{red}}} + \epsilon_M(B) - \frac{g^2 \delta \mu}{4\pi \hbar^2 r_0 (1 - ikr_0)^2} \right]^{-1},$$

where $\mu_{\text{red}} = m_{\text{Li}} m_{\text{K}} / (m_{\text{Li}} + m_{\text{K}})$ is the reduced mass and $k$ is the relative scattering wave vector. Using the low energy expansion $f^{-1}(k) \approx -a^{-1} + \frac{1}{2} r_{\text{eff}} k^2 - ik$, with $r_{\text{eff}}$ the effective range, we thus identify

$$a = a_{bg} \left[ 1 + \frac{1}{2r_0} + 2R^* \mu_{\text{red}} \delta \mu (B - B_c) / \hbar^2, \right],$$

$$r_{\text{eff}} = -2R^* + 3r_0 - 4r_0^2 / a,$$

where $R^* \equiv \hbar^2 / (\mu_{\text{red}} g^2)$ is the range parameter of the Feshbach resonance [29, 30]. Comparing Eqs. (2) and (4) yields

$$R^* = \frac{\hbar^2}{2\mu_{\text{red}} a_{bg} \delta \mu \Delta B},$$

$$B_0 - B_c = \frac{1}{2} \Delta B a_{bg} / r_0.$$  

Equation (6) relates $R^*$, and thus the coupling constant $g$, to the known experimental parameters. The extent of the closed-channel wave function $r_0$ in turn follows by comparing Eq. (7) to the theoretical prediction from quantum defect theory [31, 32], $B_0 - B_c = a_{bg} \Delta B / \bar{a}$, where $\bar{a} = 0.955 l_{\text{vdw}}$ and $l_{\text{vdw}} = 40.8 a_0$ is the van der Waals length [14]. Thus we obtain $r_0 = \bar{a} / 2$. Finally, $B_0$ was obtained in Ref. [12], allowing the determination of $B_c$.

### S1.2. Truncated Basis Method

To model a mobile impurity in the experiment, we consider an approximate wave function for the zero-momentum impurity that incorporates the scattering of a single particle out of the Fermi sea:

$$\left| \psi_\alpha \right> = \alpha_0 \hat{d}_0^\dagger \left| \text{FS} \right> + \sum_q \alpha_q \hat{b}_q^\dagger \hat{c}_q \left| \text{FS} \right> + \sum_{k,q} \alpha_{k,q} \hat{d}_{k-q}^\dagger \hat{c}_k \hat{c}_q \left| \text{FS} \right>.$$  

Here, the first term on the right hand side describes the product state of the impurity K atom at zero momentum and the ground state of the non-interacting Li Fermi sea $\left| \text{FS} \right> = \prod_{|k| < k_F} \hat{c}_k^\dagger \left| 0 \right>$, where $k_F$ is the Fermi momentum, which is related to the Fermi energy by $\epsilon_F = \hbar^2 k_F^2 / (2m_{\text{Li}})$. The last two terms correspond, respectively, to the impurity
binding a Li atom to form a closed-channel molecule, and the impurity exciting a particle out of the Fermi sea, in both cases leaving a hole behind. When using the TBM, we focus on zero temperature in order to capture the purely quantum evolution of the impurity. For convenience, within this model we also take \( r_0 \to 0 \), which formally requires taking the bare crossing \( B_e \to \infty \) to keep a finite. This approximation is justified, as \( R^* \) exceeds \( r_0 \) by about two orders of magnitude.

Truncated wave functions of the form (8) have been used extensively in the study of Fermi polarons in ultracold atomic gases, starting with the work of Chevy [18]. While most of the previous work has focused on equilibrium properties, recently it has been proposed that these wave functions may be extended to dynamical problems using a variational approach to obtain the equations of motion [33], for instance to calculate the decay rate of excited states.

Here, we adapt the use of truncated wave functions for the Fermi polaron to the calculation of the dynamical response of the impurity to an interaction quench. For a perfect quench and at zero temperature, the quantity measured in experiment corresponds to the overlap between the interacting and non-interacting states of the system, i.e., we have [10, 11]

\[
S(t) = \langle \psi_0(t) | \psi_{\text{int}}(t) \rangle = \langle \psi_0 | e^{iH_0t/\hbar}e^{-i\hat{H}_t/t/\hbar} | \psi_0 \rangle.
\]

(9)

Here \( |\psi_0\rangle \equiv \hat{d}_0^\dagger |\text{FS}\rangle \) is the initial non-interacting state of energy \( E_0 \), and \( \psi_{\text{int}}(t) \) is the state after a quench at time \( t = 0 \) from zero to finite impurity interactions with the Fermi sea. Formally expanding in a complete set of states for the single impurity problem, the Ramsey signal (9) then becomes

\[
S(t) = \sum_j |\langle \psi_0 | \phi_j \rangle|^2 e^{-i(E_j - E_0)t/\hbar},
\]

(10)

where \( |\phi_j\rangle \) is an eigenstate of the interacting Hamiltonian with energy \( E_j \). However, this requires one to solve the entire problem which is generally not possible for a mobile impurity. Thus, within the Truncated Basis Method (TBM), we restrict the Hilbert space to wave functions of the form (8) and diagonalize the Hamiltonian within this truncated basis. As we shall see, this truncation permits an extremely accurate description of the initial quantum dynamics of the impurity.

For small \( t \), we expand \( e^{-i\hat{H}_t/t/\hbar} \) to find

\[
S(t) \approx 1 - \frac{(t/\tau_F)^2 (1 + m_{\text{Li}}/m_{\text{K}})^2}{3\pi k_F R^*},
\]

(11)

with \( \tau_F \) the Fermi time. This reveals that the short-time dephasing dynamics of \( S(t) \) is completely determined by the two-body properties, which are captured exactly by the TBM. As we will see below, the TBM describes the impurity behavior also beyond the two-body timescale since higher order correlations and multiple particle-hole excitations take longer to build up. Indeed, for a mobile impurity and for sufficiently weak attraction where the attractive polaron is the ground state, the TBM correctly describes the long-time behavior \( S(t) \to |\alpha_0|^2 e^{-i\varepsilon_p t/\hbar} \). Here, \( |\alpha_0|^2 \) is the polaron residue (squared overlap with the non-interacting state) and \( \varepsilon_p \) is the polaron energy, which are both accurately determined using a wave function of the form (8) [34].

With the TBM we consider zero temperature in order to isolate the quantum dynamics of the impurity. To better model the experiment, in principle one can extend the TBM to finite temperature by taking the initial state to be a statistical thermal distribution involving multiple impurity momenta. However, a more convenient approach at finite temperature is described in the next section.

### S1.3. Functional Determinant Approach

At times \( t \) substantially exceeding \( \tau_F \), the full description of the impurity dynamics requires the inclusion of multiple particle-hole pair excitations as well as the effect of finite temperature, both of which present a theoretical challenge. In order to study and describe both effects, we employ the Functional Determinant Approach (FDA) [11, 35–37].

In the FDA the impurity is treated as an infinitely heavy object. In this limit, the FDA provides an exact solution of the dynamical many-body problem at arbitrary temperatures and times. The justification of the infinite mass approximation, which will be discussed in more detail in Section S2, is rooted in two observations. First, in our experiment, the mass of the K impurities is much larger than that of the Li atoms (mass ratio \( m_{\text{K}}/m_{\text{Li}} \approx 6.7 \)) which constitute the surrounding Fermi gas. Therefore, the recoil energy gained by the K impurities due to the scattering with a Li atom is small. We estimate the typical recoil momentum \( k_R \) by averaging over all possible scattering processes on the Fermi surface, yielding \( k_R = 4k_F/3 \). From that we obtain an estimate for the typical recoil energy \( E_R = \frac{16}{9} m_{\text{K}} \varepsilon_F \approx 0.25 \varepsilon_F \), which determines a typical time scale \( \tau_R = \hbar/E_R \approx 4\tau_F \), up to which one expects recoil
to have a minimal effect on the many-body quantum dynamics, cf. Section S2.2. Second, at times exceeding the thermal time scale $\tau_T = \hbar/(k_B T)$, which in our experiment is given by $\tau_T \approx 6\tau_F$, thermal effects due to the averaging over various statistical realizations become relevant. The resulting thermal fluctuations disrupt the coherent quantum propagation of the impurity, and hence, for times $t > \tau_T$, mask the effect of recoil [38].

To a good approximation, we may thus take the limit of infinite impurity mass, which admits the mapping of Eq. (1) onto the bilinear Hamiltonian

$$
\hat{H} = \epsilon_M(B)\hat{n} + \sum_k \epsilon_k \hat{c}_k^\dagger \hat{c}_k + g \sum_k \chi(k) [\hat{m}^\dagger \hat{c}_k + \hat{m} \hat{c}_k^\dagger].
$$

(12)

Here, $\hat{m}^\dagger$ is the creation operator of the localized closed channel molecule and the interaction is described by the annihilation of a Li atom converting the empty impurity molecular state into an occupied one. By taking the limit $m_k \rightarrow \infty$ we obtain a modified reduced mass $\mu'_{red} = \bar{m}_{red}$, which differs by a factor of $40/46$ from the experimental one. This needs to be taken into account when identifying the microscopic parameters. To ensure, in particular, that the off-diagonal coupling $g$ in Eq. (12) remains of the same strength as in the experiment, a reduced resonance parameter $R^* = (40/46)^2 R^\ast$ has been used, which we do for all data shown in the main text. Using these identifications, the model Eq. (12) also accurately describes the short-time dynamics as given by Eq. (11), cf. Fig. 2 in the main text.

The calculation of time-resolved, many-body expectation values such as Eq. (9) at arbitrary temperature presents a theoretical challenge. However, for the model (12), we are able to calculate the time-resolved Ramsey response in an exact way using the FDA [11, 37]. This is based on the observation that for bilinear Hamiltonians, thermal expectation values in the many-body Fock space can be reduced to determinants in the single-particle space by virtue of the identity

$$
\text{tr} [\hat{\rho} \ e^{\hat{Y}_1} e^{\hat{Y}_2} \ldots ] = \det [1 - \hat{n} + \hat{n} e^{\hat{Y}_1} e^{\hat{Y}_2} \ldots ].
$$

(13)

Here $\hat{Y}_1, \hat{Y}_2, \ldots$ are many-body operators, $\hat{\rho}$ is the many-body density matrix describing the state of the system, and $\hat{n} = 1/[e^{\hat{H}_0 - \mu} + 1]$ is the occupation operator defined in the single-particle space, with $\mu$ the fermionic chemical potential. A specific example for Eq. (13) is the perfect quench Ramsey response, which at finite temperature is given by [11]

$$
S(t) = \text{tr} [\hat{\rho} e^{i\hat{H}_0 t} e^{-i\hat{H}t}] = \det [1 - \hat{n} + \hat{n} e^{i\bar{h}_0 t} e^{-i\hat{H}t}].
$$

(14)

Here, $\hat{H}_0 = \sum_k \epsilon_k \hat{c}_k^\dagger \hat{c}_k$ is the free Hamiltonian of the Li Fermi gas and $\hat{H}$ is the Hamiltonian in the presence of impurity scattering given in Eq. (12), while $\bar{h}_0$ and $\bar{h}$ are their single-particle counterparts. A numerical evaluation of Eq. (14) then only requires a calculation of the single-particle orbitals and energies in order to obtain the single-particle determinant.

\section{S2. ROLE OF PHYSICAL PROCESSES ON DIFFERENT TIME SCALES}

The combination of both our theoretical approaches allows us to accurately model the physics at various time scales in our experiment. Making use of the fact that the FDA and the TBM differ distinctly in their treatment of multiple particle-hole excitations, the impurity mass, and finite temperature, we can use a comparison of their predictions to determine the role of these processes and effects in the many-body non-equilibrium dynamics of our experiment. To keep the analysis transparent, in this section we still assume that a perfect quench is performed.

\subsection{S2.1. Multiple particle-hole excitations}

In order to analyze the role of multiple particle-hole excitations, we first consider the limit of a fixed (infinitely heavy) impurity at zero temperature. In this scenario, the FDA yields the exact solution of the impurity problem. Since, in this case, the TBM only differs from the FDA by its neglect of multiple particle-hole excitations, a comparison of the predictions of the two methods allows us to isolate the effect of these excitations.

In Fig. 5 we display the predictions for the Ramsey response using the two theoretical approaches. We find that both theoretical predictions agree extremely well at short times. In particular, for both the amplitude and phase of $S(t)$, our results imply that multiple particle-hole excitations start to influence our observables at a time scale of around $6\tau_F$, and only become prominent beyond $10\tau_F$. Thus, at shorter time scales, multiple particle-hole excitations can be neglected when predicting the results of the Ramsey measurements.
We note that the fixed impurity scenario is a worst-case scenario for the TBM: At $T = 0$, the infinitely heavy impurity is subject to the orthogonality catastrophe with an associated power-law decay of the Ramsey contrast at long times [39]. This decay, which arises due to an infinite number of particle-hole fluctuations and which leads to a vanishing quasiparticle weight, is exactly incorporated in the FDA. By contrast, in the long-time limit, the TBM predicts the saturation of $|S(t)|$ to a constant value (see Fig. 5), corresponding to a spurious finite residue. However, for a mobile impurity at zero temperature, recoil becomes relevant. These recoil effects lead to the absence of the orthogonality catastrophe [38], and thus to an increased accuracy of the TBM in the case of finite impurity mass.

Generally, one expects that the relevant time scale for multiple particle-hole excitations is closely related to the Fermi time $\tau_F$. As discussed above, we find that such excitations become relevant for a description of $S(t)$ only at around $6\tau_F$ or beyond. This observation can be understood in a twofold way. First, in the equilibrium case it was found that contact interactions in the Fermi polaron problem lead to an approximate cancellation of terms involving identical fermions, thus suppressing the emergence of multiple particle-hole fluctuations [40]. Our observation may hence be interpreted as a generalization of these findings to the non-equilibrium case. Second, the spectrum of the Fermi polaron problem features a dominant contribution involving the excitation of fermions from the bottom of the Fermi sea to the Fermi surface [11]. As discussed in Ref. [11], these excitations manifest themselves as oscillations with period $2\pi\tau_F$ in the Ramsey contrast $|S(t)|$. Such a bottom of the band excitation is also present in the truncated wavefunction (8), and indeed the remarkable agreement of the TBM with the exact solution from the FDA up to the time $2\pi\tau_F$ suggests that this effect can be captured by single-particle hole excitations.

**S2.2. Impurity mass**

As discussed in the main text, our experimental findings are well described by the static impurity approximation, although the impurity has finite mass. To quantify the effect of the finite impurity mass, we study here the case of zero temperature. This allows us to isolate the effect of finite impurity recoil from the influence of thermal fluctuations, which will become dominant beyond times $\tau_F \approx 6\tau_F$, as discussed in the section below. In order to estimate at which time scale recoil becomes important, we make use of the capability of the TBM to describe impurities of arbitrary mass. Furthermore, our analysis in Sec. S2.1 shows that the TBM yields highly accurate results for the short-time dynamics of $S(t)$. Accordingly, in Fig. 6 we display the Ramsey response for a static impurity and for the experimentally relevant impurity mass, both calculated within the TBM. We see that for both amplitude and phase, the impurity motion only results in a small difference in the Ramsey signal at times $t \lesssim 4\tau_F$. Physically, this time scale corresponds to the effective recoil time $\tau_R$ associated with Li collisions on K atoms, which we estimated in Sec. S1.3 to be $\tau_R \approx 4\tau_F$, in agreement with our findings here. At times exceeding $\tau_R$, we find that the dynamics is indeed affected by the finite impurity mass. However, at such times, thermal fluctuations dominate the behavior in experiment, as we now discuss.
FIG. 6. **Effect of the impurity motion on the short-time dynamics.** Amplitude (top) and phase (bottom) of the perfect quench zero temperature Ramsey response $S(t)$ as a function of time for (A, C) $X = -0.23$, (B, D) $X = 0.86$, and (E, F) $X = 0.08$. We compare the results of the TBM obtained for $m_K = (40/6)m_{Li}$ and $k_F R^* = 1.1$ (solid) with the TBM results for fixed impurities $m_K \to \infty$ and $k_F R^* = 1.1(40/46)^2$ (dashed).

**S2.3. Temperature**

FIG. 7. **Effect of finite temperature on the impurity dynamics.** We compare the Ramsey signal (upper panels: amplitude, lower panels: phase) for an infinitely heavy impurity obtained from an exact FDA calculation at zero (long dashed) and finite temperature (solid curves). The ordering of the graphs is as in the main text: (A, C) $X = -0.23$, $T/T_F = 0.17$, (B, D) $X = 0.86$, $T/T_F = 0.16$, and (E, F) $X = 0.08$, $T/T_F = 0.18$. We assume a perfect quench and choose $\tau_0 = 0$ as well as $k_F R^* = 1.1$, i.e., $k_F R^* = 1.1(40/46)^2$.

At long times, the time evolution reduces to a simple exponential decoherence of $S(t)$. The time scale at which this crossover to exponential decay takes place is given by the thermal time scale $\tau_T$. In our experiment, where $T/T_F \approx 0.15$, this corresponds to $\tau_T \approx 6\tau_F$ and, hence, we observe both regimes within the dynamical range probed in our experiment.

In this section, we use finite-temperature FDA calculations to gauge the role of temperature in the impurity dynamics. To this end we compare the results for the Ramsey signal at zero and finite temperature for the experimentally realized parameters. The results are shown in Fig. 7. We indeed find that at times $\sim 6\tau_F$ the time evolution at finite temperature starts to deviate from the purely quantum behavior. Finite temperature leads to an exponential
decoherence of the Ramsey signal and has the consequence that thermal fluctuations dominate over the impurity motion at times $t \gtrsim 6\tau_P$ [38]. Hence they mask the effect of impurity recoil as discussed in Sec. S1.3.

Overall, the conditions in our experiment give rise to three competing time scales. Multiple particle hole excitations become relevant for our measurement of $S(t)$ at around $6\tau_P$, the recoil time is $\tau_R \approx 4\tau_P$, and the thermal scale is set by $\tau_T \approx 6\tau_P$. A comparison of these scales reveals the reason for the remarkable agreement between the FDA and experiment: Recoil is only weakly probed at short times $t < \tau_R$, while its effect is washed out by the thermal fluctuations at long times $t > \tau_T \approx \tau_R$.

### S3. ROLE OF INTERACTION DURING FINITE-LENGTH RF PULSES

In this section, we analyze the role of the ‘imperfect’ interaction quench in our experiments, where residual interactions are present during the rf pulses. Furthermore, we discuss how our findings pave the way towards the use of our experimental techniques to exert control over many-body states in real time.

#### S3.1. Idealized versus realized Ramsey scenario

![Diagram of the experimental Ramsey procedure](image)

**FIG. 8. Schematic of the experimental Ramsey procedure.** The K atoms start out in the hyperfine state $K(2)$, which is effectively non-interacting with the Fermi sea. A 10-µs (3.4 $\tau_P$) long square $\pi/2$ pulse is applied in the presence of weak interactions between the $K(3)$ atoms and the Li atoms, quantified by the interaction parameter $X_1$. We then use optical control of our Feshbach resonance to rapidly (in less than 200 ns (0.08 $\tau_P$)) quench the system into the strongly interacting regime (interaction parameter $X$). After a variable interaction time $t$ we optically shift the interaction strength back to $X_1$, and then close the Ramsey sequence by a second $\pi/2$ pulse. We vary the phase of this pulse by shifting the phase of the rf source by $\phi_{\text{rf}}$ before the second pulse is applied.

Thus far, we have assumed the idealized scenario of a perfect two-pulse Ramsey scheme. In this case, the initial spin state of the impurity (K(2) in the experiment) is non-interacting with the Li Fermi sea and there are no interactions during the applied rf $\pi/2$ pulses. Each pulse then yields a perfect rotation on the Bloch sphere, e.g., the initial state K(2) is transformed into the spin-state superposition $(K(2) + K(3))/\sqrt{2}$. For such a perfect Ramsey sequence, the measured Ramsey signal $S(t)$ gives the overlap between the time-evolved interacting and non-interacting states of the system [10, 11], yielding Eqs. (9) and (14) for zero and finite temperature, respectively. In this idealized scenario, the Fourier transform of $S(t)$ corresponds to the excitation spectrum of the system in linear response [41],

$$A(\omega) = \text{Re} \int_0^\infty \frac{dt}{\pi} e^{i\omega t} S(t),$$  \hspace{1cm} (15)$$

where $\omega$ is the frequency of the applied field.

In our experiments, however, residual interactions are present during the $\pi/2$ pulses, which take a finite time to be completed. As shown in the illustration of our experimental sequence in Fig. 8, the state K(3) can already interact with the Li cloud during the $\pi/2$ rotation, which potentially affects the observed dynamics of the system. Specifically, this stage of the experiment is performed at a detuning from the Feshbach resonance which corresponds to a weak interaction strength $X_1$ between the impurities and the Fermi sea (cf. Section S3.2 and Fig. 8). After preparing
the superposition state of the impurity spin, we quench the system to strong interactions (interaction parameter $X$) by optically shifting the Feshbach resonance [12]. We previously focussed on the complex non-equilibrium dynamics resulting from the strong interactions $X$ during the time $t$. In the following, we analyze the effect of the residual interaction $X_1$ during the finite-duration $\pi/2$ spin rotations. In particular, we investigate the impact of these weak interactions during the rf pulses on the Ramsey response $S(t)$ and the spectrum $A(\omega)$ as obtained from the Fourier transform Eq. (15).

### S3.2. Modelling of rf pulses within TBM

In this section, we extend our modelling of the zero-temperature impurity dynamics within the TBM to directly simulate the entire experimental procedure, as illustrated in Fig. 8. In order to model the rf pulses, we explicitly include both K(2) and K(3) spin states, as well as the rf field. This modifies the Hamiltonian, Eq. (1), to $\hat{H} = \hat{H} + \hat{H}_{\text{rf}}$ with the additional term

$$\hat{H}_{\text{rf}} = \frac{\Omega}{2i} \sum_k \left( e^{i \phi_{\text{rf}} \hat{d}_{k,2}^\dagger \hat{d}_{k,3} - e^{-i \phi_{\text{rf}} \hat{d}_{k,3}^\dagger \hat{d}_{k,2}} \right) + \sum_k \left( \epsilon_{k,K} + \hbar (\omega_{\text{rf}} - \omega_0) \right) \hat{d}_{k,2}^\dagger \hat{d}_{k,2}. \tag{16}$$

Here, we have used the rotating wave approximation. $\Omega$ corresponds to the strength of the rf field, $\phi_{\text{rf}}$ is the variable phase of the second rf pulse, and $\hat{d}_{k,\sigma}$ creates a particle in the state $K(\sigma)$ with momentum $\hbar \vec{k}$. Note that $\hat{d}_{k,3}^\dagger \equiv \hat{d}_{k,3}^\dagger$ in the original two-channel Hamiltonian (1). The interactions during the rf pulses cause a shift in the transition frequency between the K(2) and K(3) states from the bare transition frequency $\omega_0$ to $\omega_0 + \epsilon_1/\hbar$, where $\epsilon_1$ is the polaron energy at interaction parameter $X_1$. As described in Sec. S5.B, we account for this shift by adjusting the frequency of our rf pulses to $\omega_{\text{rf}} = \omega_0 + \epsilon_1/\hbar$.

According to the last term in Eq. (16), the shift in the frequency of the rf source from $\omega_0$ to $\omega_{\text{rf}}$ causes the observed signal to accumulate an additional phase $(\omega_{\text{rf}} - \omega_0)t$ during the interaction time $t$. To account for this, we introduce the phase $\phi = \phi_{\text{rf}} + (\omega_{\text{rf}} - \omega_0)t$. We then determine $|S(t)|$ and the phase $\varphi(t)$ by noting that the Ramsey signal $(N_3 - N_2)/(N_3 + N_2)$ corresponds to a sine-wave function of $\phi$ plus an offset, i.e., it takes the form $F(t) + |S(t)| \cos(\phi - \varphi(t))$ with $F(t)$ a real, $\phi$-independent function. This mirrors the experimental procedure, where $F(t), |S(t)|,$ and $\varphi(t)$ appear as fit-parameters for the Ramsey signal, see Sec. S5.B.

**FIG. 9. Role of the residual interactions within TBM.** We present the zero-temperature response $S(t)$ and the corresponding spectrum $A(\omega)$ for the perfect quench (dashed blue) and the actual experimental sequence shown in Fig. 8 (solid blue). As in the main text, we take $k_F R^* = 1.1$ and the interaction parameters: (A, C) $X = -0.23, X_1 = -3.9, (B, D) X = 0.86, X_1 = 5.8, \text{ and } (E, F) X = 0.08, X_1 = 4.8.$ For comparison, in (B, D, E, F), we represent by black dotted lines the scenario where the initial state before the quench is approximated as a weakly attractive polaron — see Sec. S3.2 for details. The spectra have been convolved with the experimental Fourier-limited rf spectral lineshapes, which are Gaussian-shaped with width $\sigma$, where $\sigma_{\text{RF}} = 0.03$ for $X = 0.86, -0.23$, and $\sigma_{\text{RF}} = 0.1$ for $X = 0.08$. 

Within the TBM, we determine the approximate eigenstates and eigenvalues of $\hat{H}$ within the more general class of truncated wavefunctions:

$$|\psi_{t}\rangle = \left(\alpha_{0,3}d_{0,3}^{\dagger} + \alpha_{0,2}d_{0,2}^{\dagger}\right)|\text{FS}\rangle + \sum_{q} \alpha_{q}\hat{d}_{q}^{\dagger}\hat{c}_{q}|\text{FS}\rangle + \sum_{k_{q}} \left(\alpha_{k_{q},3}\hat{d}_{k_{q},3}^{\dagger}\hat{c}_{k_{q},3} + \alpha_{k_{q},2}\hat{d}_{k_{q},2}^{\dagger}\hat{c}_{k_{q},2}\right)|\text{FS}\rangle.$$ 

To model the experimental quench sequence illustrated in Fig. 8, we apply a series of time evolution operators to the initial state consisting of a K(2) atom and the Li Fermi sea. At the end of the sequence we then extract the number of K atoms in states K(2) and K(3), respectively. We include explicitly the rf pulses, the wait times, and the interaction time $t$ during which the system is strongly interacting. The results of this procedure are displayed in Fig. 2 of the main text. Here, we account for slight additional experimental decoherence by scaling the prediction for $|S(t)|$ as described in Section S.5C.

In the upper panels of Fig. 9 we compare the Ramsey response obtained by simulating the actual experimental sequence (solid line) with that of the perfect quench scenario (dashed line). We see that the residual interactions $X_1$ in experiment can indeed influence the quantum evolution of the impurity. The difference in the responses can be straightforwardly explained by assuming that the main effect of $X_1$ is to produce a weakly interacting initial state. Specifically, for weak attractive interactions $X_1 > 0$, the Ramsey response can be approximated as

$$S(t) \simeq Z \langle \psi_{X_1} | e^{-i\hat{H}_{1}t/\hbar} | \psi_{X_1} \rangle,$$

where $|\psi_{X_1}\rangle$ is the ground state of the Hamiltonian (1) at interaction parameter $X_1$, and $Z$ is the corresponding polaron residue. Note that we cannot formally construct a similar expression for the repulsive case $X_1 < 0$, since the repulsive polaron is a metastable state, involving multiple eigenstates of the Hamiltonian.

Referring to Fig. 9, the excellent agreement between the approximation (17) and the full Ramsey signal provides strong evidence that the residual interactions $X_1$ produce a weakly attractive initial state. This is further supported by the spectrum $A(\omega)$ shown in the bottom panels, where we see that the residual interactions enhance the attractive polaron peaks for $X = 0.08$ and $0.86$. A similar enhancement of the repulsive polaron peak is observed for $X = -0.23$. Hence we conclude that the explicit modelling of the impurity dynamics using the full Hamiltonian $\hat{H} = \hat{H} + \hat{H}_{\text{rf}}$ is not essential for the description of the dynamics during the initial $\pi/2$ spin rotation and instead one can fully describe the time evolution using the Hamiltonian (1).

### S.3.3. Modelling of experimental procedure at finite temperature within FDA

The interplay between the residual interactions and finite temperature presents a further theoretical challenge. In the following, we use the FDA to simulate the experimental protocol (Fig. 8) at finite temperature. To achieve this, we exploit the finding from Sec. S.3.2 that the detailed dynamics of the rf-driven oscillations between the K(2) and K(3) states can be approximated when calculating $S(t)$. Thus, we assume that the initial $\pi/2$ rotation effectively produces a spin superposition $(K(2) + K(3))/\sqrt{2}$, independently of the residual interaction $X_1$ of the impurity in the state K(3) with the Fermi sea. To account for the dynamics due to the weak interaction $X_1$, we then let the system evolve under this interaction for a hold time $t_{h} = t_{\text{rf}}/2 + t_{\text{wait}}$, which models the dynamics at weak interaction $X_1$ as the result of a sudden switch-on of this interaction at the midpoint of the $\pi/2$ pulses. After the hold time $t_{h}$, the final quench to the strong interactions $X$ is performed. For the measurement of the Ramsey contrast, this sequence is reversed. Theoretically, this yields the modified time-dependent overlap

$$S(t) = \text{tr} \left[ \rho e^{i\hat{H}_{0}(2t_{h}+t)} e^{-i\hat{H}_{1}t_{h}} e^{-i\hat{H}_{X}t_{w}} e^{-i\hat{H}_{1}t_{h}} \right],$$

where $\hat{H}_{1}$ and $\hat{H}_{X}$ denote the Hamiltonian (1) at interaction strength $X_1$ and $X$, respectively. Using the FDA, the expression Eq. (18) is evaluated exactly according to Eq. (13) at the experimental temperature. As can be inferred from Eq. (18), this simplified model of the experimental protocol corresponds to a sequence of interaction quenches.

In the upper panel of Fig. 10 we compare the result for $|S(t)|$ at the experimental temperatures obtained for the experimental sequence (solid lines) to the result for an idealized, i.e., perfect quench, Ramsey sequence (dashed lines). Similarly to the case of zero temperature, we see that the time evolution at $X_1$ has an experimentally observable effect on the dynamics. In particular, it generates an additional decoherence of the Ramsey signal already at $t = 0$, as well as an enhancement of the oscillations in $|S(t)|$ for resonant interactions – see Fig. 10E.

For the calculation of the FDA results shown in Fig. 2 of the main text we use the same procedure as described above. We account for slight additional experimental decoherence by scaling the prediction for $|S(t)|$ as described in Section S.5C. We also note that the phase $\varphi_{\text{FDA}}(t)$ of the Ramsey signal $S(t) = |S(t)|e^{-i\varphi_{\text{FDA}}(t)}$, as determined from
Eq. (18), differs from the experimentally measured phase $\varphi(t)$ due to the detuning of the rf frequency from $\omega_0$. They are related by $\varphi(t) = \varphi_{\text{FDA}}(t) - (\omega_{\text{rf}} - \omega_0)(2t_{\text{wait}} + t_{\text{RF}})$. Similar to the previous section and to the experiment, we take $\omega_{\text{rf}} - \omega_0 = \varepsilon_1/\hbar$.

As outlined in Section S3.1, in the idealized Ramsey scenario the Fourier transform $A(\omega)$ of $S(t)$ is equivalent to the rf absorption in linear response, cf. (15) \cite{11}. Similarly to our $T = 0$ analysis in Sec. S3.2, we now study the effect of the residual interactions $X_1$ on the spectral decomposition of $S(t)$. To this end we compare the two signals $A(\omega)$ for the perfect quench with the result obtained for the experimental sequence as modelled by Eq. (18). We show the comparison of the spectra obtained in the idealized (dashed) and experimentally realized scenario (solid) in the lower panel of Fig. 10. As for our $T = 0$ results discussed above, we find only a small difference between the two finite-temperature spectra. Therefore, in agreement with the experimental observation, cf. Fig. 3 in the main paper, under the condition of $|X_1| \approx 5$ we see that the weak interactions during the rf pulses have an observable but small effect on the predicted spectra.

In accordance with the results from the TBM shown in Fig. 9, we find from the evaluation of Eq. (18) that weak interactions $X_1$ lead to a small shift of spectral weight into the corresponding dominant polaron branches. This shift of spectral weight is also observed experimentally, see Fig. 3 of the main text.

S3.4. Stronger interactions during rf pulses: illustration of quantum state preparation

The shift of spectral weight towards the attractive or repulsive branches of the spectrum, cf. Figs. 9 and 10, may be interpreted as follows: The residual interactions present during the initial $\pi/2$ impurity spin rotation serve to produce an interacting many-body quantum state. As such, this procedure can be viewed as an adiabatic preparation of an attractive or repulsive polaron. Compared to the noninteracting state, this polaron has an increased wavefunction overlap with the corresponding branch of the strongly interacting system. When the system is then quenched into the regime of strong interactions, the increased overlap results in the corresponding shift of the spectral weight. An intriguing question is then whether such an approach can provide a novel way to experimentally control the spectral decomposition of quantum states.

To investigate this possibility, we increase the interaction during the $\pi/2$ rotations, corresponding to decreasing $|X_1|$, and determine the effect on $A(\omega)$. In the upper panel of Fig. 11 we show the spectra obtained by linear-response rf spectroscopy (green squares). Similar to Fig. 3 of the main paper, we compare this result to the Fourier transform of the Ramsey signal $S(t)$ (gray shading), as obtained from the experimental sequence described in Fig. 8. We also compare our experimental result to the prediction from the FDA, where the dynamics has been modelled as described.
by Eq. (18). As in the main text, we find excellent agreement between experiment and theory. Indeed, both feature a strong shift of spectral weight to regions of the spectrum that are adiabatically connected to the dominant polaron branches at interaction $X_1$. Furthermore, when comparing $A(\omega)$ in Fig. 11, with the spectrum for $|X_1| \approx 5$ in Figs. 9 and 10, it is clear that the amount by which the spectrum is shifted can be controlled by the strength of the interaction during the rf pulses. This strongly supports the assertion that the initial interactions can be used to precisely control the many-body dynamics. Our experimental techniques thus allow for a precise, dynamic control of the spectral decomposition of quantum states in future experiments.

The excellent agreement between theory and experiment also demonstrates that our theoretical approaches can be used to explore experimental ramps in combination with interferometric protocols in order to find, for instance, optimized spin and interaction trajectories.

S4. UNIVERSAL FEATURES OF IMPURITY DYNAMICS AND RELATION TO ORTHOGONALITY CATASTROPHIE

For impurities localized in space, which, for instance, can be achieved by species-selective three dimensional optical lattices, our experimental setup allows one to study universal features exhibited by the Anderson orthogonality catastrophe [39]. The orthogonality catastrophe was originally studied in the context of x-ray absorption spectra in metals, where high-energy x-ray photons create atomic core holes by photoemission of inner-shell electrons [41]. These core holes produce a scattering potential for the electrons in the conduction band, leading to characteristic power-law edges in the absorption spectra with an exponent that is universally determined by the scattering phase shift at the Fermi surface [39]. However, impurities, phonons, residual interactions between the electrons, and a lack of knowledge of microscopic parameters makes it difficult to unambiguously determine the universal features of the orthogonality catastrophe in typical solid state materials [42]. In contrast, the Hamiltonian in our experiment is well characterized on all relevant energy scales, and therefore the full dynamic response of the system can be reliably calculated by theory and probed by the ultrafast experimental techniques demonstrated in this work. This enables one to obtain fundamental insights into universal features of the orthogonality catastrophe, which are difficult to access in other systems.

To illustrate how the orthogonality catastrophe would manifest itself in an ultracold atomic gas experiment, the response of infinite mass impurities calculated using the FDA for the perfect quench scenario is shown in Fig. 12. First, at short times and for a range parameter of the Feshbach resonance $R^* > 0$, we see that the Ramsey contrast
decays quadratically for all scattering parameters and temperatures considered, in accordance with Eq. (11). The main universal feature associated with the orthogonality catastrophe is expected in the long-time dynamics at \( T = 0 \): Here, the Ramsey response is predicted to exhibit power law tails, which depend only on the scattering phase shift at the Fermi surface \[11, 39\]. This is explicitly verified in Fig. 12A where we fix the scattering phase shift at the Fermi surface but change the scattering parameters. While the response at intermediate times depends on the scattering parameters, we see that the long-time evolution approaches a universal power law that only depends on the phase shift at the Fermi surface. We note that the long-time dynamics is universal: It is the same for a system with a broad resonance where \( R^* = 0 \) (solid line in Fig. 12A), as it is for our system with a finite range parameter (dashed and dotted lines).

When the temperature is non-zero, as in the experiment, thermal fluctuations alter the power law dephasing dynamics at sufficiently long times. Instead, exponential tails due to thermal decoherence appear as another universal feature of the dynamics \[11, 39, 43, 44\]. The exponential tails are illustrated in Fig. 12B. The effects of thermal decoherence could be countered by employing the recently developed cooling methods \[25\], opening the door to observing the orthogonality catastrophe in a cold-atom system.

Finally, we note that in our experiment temperature becomes relevant at a time scale similar to those associated with recoil and multiple particle-hole excitations. It is a challenge for theoretical approaches to exactly account for both recoil and higher order particle-hole excitations \[38\]. However, experiments at lower temperatures which take advantage of the tunability of the impurity mass using optical lattices would be ideally suited to probe the competition between these effects. Such ultracold-atom experiments would hence provide important insight into this long standing theoretical question.

S5. EXPERIMENTAL AND DATA ANALYSIS PROCEDURES

In this section we discuss the procedures used to record and analyze the data presented in this work. We detail the cooling and preparation of our atomic samples, the details of the rf pulses used in our Ramsey sequences, the methods used to analyze the data and the method that we use to vary the concentration of the K atoms.

S5.1. Sample preparation

The atomic samples are prepared by forced evaporation of Li atoms from a Li-K mixture held in an optical trap, where the K atoms are sympathetically cooled by the Li environment. This preparation procedure is described in detail in Refs. \[45, 46\]. At the end of the forced evaporation, the Li and K atoms are transferred into an optical trap composed of two crossed 1064-nm laser beams, as described in Ref. \[12\]. The measured radial and axial trap frequencies of the Li atoms are \( f_{r,Li} = 941(5) \) Hz and \( f_{z,Li} = 134(1) \) Hz, respectively. The measured radial and axial trap frequencies of the K atoms are \( f_{r,K} = 585(3) \) Hz and \( f_{z,K} = 81(1) \) Hz, respectively.
At the end of the preparation procedure, the Li and the K atoms are in their lowest Zeeman states $\text{Li}(1)$ and $\text{K}(1)$. Before the Ramsey sequence, the K atoms are transferred to the K(2) state using an rf pulse. Following this rf transfer, the Li and K atoms are thermalized by holding them for 750 ms in the crossed-beam optical trap. While the interaction between the Li(1) and K(2) atoms, characterized by the scattering length $a_{Li} a_{K} = 63 a_0$ [14], is sufficient to ensure thermalization during this hold time, it can be neglected during the Ramsey experiments. The temperature of the atoms is determined by releasing the atoms from the trap and observing the free expansion of the K cloud.

Due to the Li Fermi pressure and the more than two times stronger optical potential for K, the K cloud is much smaller than the Li cloud [45], and therefore samples a nearly homogeneous Li environment. Because of the small variation of the Li environment sampled by the K atoms, we introduce the effective Li Fermi energy $\epsilon_F$ as

$$\epsilon_F = \frac{1}{N_K} \int E_F(r) n_K(r) d^3r.$$  

Here, $n_K(r)$ is the local K number density at position $r$ in the trap, and

$$E_F(r) = \frac{\hbar^2}{2m_{Li}} \left( 6\pi^2 n_{Li}(r) \right)^{2/3}$$

is the local Li Fermi energy as determined by the local Li number density $n_{Li}(r)$. We quantify the small inhomogeneity of the Li environment experienced by the K atoms by the standard deviation of the local Li Fermi energy

$$\sigma(E_F) = \left( \frac{1}{N_K} \int (E_F(r) - \epsilon_F)^2 n_K(r) d^3r \right)^{1/2}.$$  

We also introduce the average Li and K number densities $\bar{n}_{Li}$ and $\bar{n}_K$ sampled by the K atoms as

$$\bar{n}_{Li,K} = \frac{1}{N_K} \int n_{Li,K}(r) n_K(r) d^3r.$$  

In contrast to the Li atoms, the K atoms in our measurements remain non-degenerate, with $k_B T / E_F^K(0) > 1.2$, where $E_F^K(0)$ is the local potassium Fermi energy in the center of the trap when all K atoms are in the same internal state.

For all measurement presented in this work, Table I lists the total numbers of the Li and K atoms, their temperatures and trap-averaged densities, as well as the effective Li Fermi energies and their standard deviations. Throughout our measurements, these parameters remain nearly constant, with the exception of the measurements shown in Fig. 4.

Here, in order to investigate the effect of the K concentration, the total number of the K atoms is increased from about $1 \times 10^4$ to $2.5 \times 10^4$. The attendant increase in the thermal load during the Li evaporation results in a decrease of the Li atom number and an increase in the temperature of the final atomic sample.

Note that, in contrast to our previous work [12], our present experiments have been optimized for large optically induced interaction shifts ($|X - X_J| \approx 5$). These shifts are produced by switching one of the crossed trapping beams from a beam with a low peak intensity and small size to a beam with a large intensity and large size propagating in the same direction. In our previous work [12], as well as in the measurements shown in Fig. 11, the waists, positions and intensities of the two beams are adjusted so as to yield mode-matched trapping potentials, preventing excitations of the center-of-mass and breathing collective modes of the atomic clouds. In the measurements presented in Figs. 2, 3 and 4, a larger beam intensity was used in order to produce a larger optical shift, resulting in some excitation of the breathing modes.

<table>
<thead>
<tr>
<th>Figure(s)</th>
<th>$N_{Li}$ ($10^5$)</th>
<th>$N_K$ ($10^4$)</th>
<th>$T$ (nK)</th>
<th>$\epsilon_F/h$ (kHz)</th>
<th>$\sigma(E_F)/\epsilon_F$ %</th>
<th>$\bar{n}_{Li}$</th>
<th>$\bar{n}_K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2A, 2C, 3A</td>
<td>3.5(4)</td>
<td>0.95(10)</td>
<td>435(25)</td>
<td>54.6(2.7)</td>
<td>7.4</td>
<td>8.9(7)</td>
<td>1.8(3)</td>
</tr>
<tr>
<td>2B, 2D, 3B</td>
<td>3.3(4)</td>
<td>1.0(1)</td>
<td>410(25)</td>
<td>53.9(2.4)</td>
<td>7.1</td>
<td>8.7(6)</td>
<td>2.0(3)</td>
</tr>
<tr>
<td>2E, 2F, 3C</td>
<td>3.5(4)</td>
<td>1.0(1)</td>
<td>460(30)</td>
<td>54.1(2.4)</td>
<td>7.7</td>
<td>8.8(6)</td>
<td>1.7(3)</td>
</tr>
<tr>
<td>11A</td>
<td>3.1(4)</td>
<td>1.0(1)</td>
<td>430(30)</td>
<td>52.6(2.9)</td>
<td>7.7</td>
<td>8.2(7)</td>
<td>1.8(3)</td>
</tr>
<tr>
<td>11B</td>
<td>2.9(3)</td>
<td>1.05(10)</td>
<td>425(35)</td>
<td>50.8(2.1)</td>
<td>7.7</td>
<td>8.0(6)</td>
<td>2.0(3)</td>
</tr>
<tr>
<td>4</td>
<td>2.35(30)</td>
<td>2.5(1)</td>
<td>520(25)</td>
<td>44.2(2.3)</td>
<td>10.4</td>
<td>6.5(5)</td>
<td>3.4(3)</td>
</tr>
</tbody>
</table>

**TABLE I.** The total number of the Li atoms $N_{Li}$, the total number of the K atoms $N_K$, the sample temperature $T$, the effective Li Fermi energy $\epsilon_F$, the standard deviation $\sigma(E_F)$ of the local Li Fermi energy across the trap, the trap-averaged Li and K number densities $\bar{n}_{Li}$ and $\bar{n}_K$ in our measurements.
The maximal interaction time in our Ramsey measurements of 60 μs is much smaller than the shortest period of a collective oscillation (about 500 μs). We calculate that, during our short interaction time, the oscillations of the breathing modes cause at most a 6% variation of $\epsilon_F$ around its initial value specified in Table I, without any significant effect on the measurements presented here.

S5.2. Rf pulses

We apply rf pulses in the Ramsey procedures by discretely gating a continuously running rf source. To record the atomic populations $N_3$ and $N_2$ as a function of the phase of the second rf pulse, we change the phase of the rf source by a variable amount $\phi_{rf}$ before applying this pulse.

The weak interactions between the K atoms in the $K\{3\}$ state and the Li atoms corresponding to the interaction parameter $X_1$ cause the transition frequency between the $K\{2\}$ and the $K\{3\}$ states to differ from the transition frequency $\omega_0$ in the absence of the Li atoms. We compensate for this effect by adjusting the frequency $\omega_{rf}$ of the rf source to be resonant with the $K\{2\}$--$K\{3\}$ transition at the time when the rf pulses are applied. For the data in Figs. 2A, 2B, 2C, $(\omega_{rf} - \omega_0)\tau_F$ is equal to $-0.06$, $-0.07$, $-0.05$, respectively. For the data in Fig. 11C and 11D where the interaction of the K atoms during the rf pulses is stronger, $(\omega_{rf} - \omega_0)\tau_F$ is equal to $-0.11$ and $-0.16$.

The shift in the frequency of the rf source from $\omega_0$ to $\omega_{rf}$ causes the signal $S(t)$ to accumulate an additional phase $(\omega_{rf} - \omega_0)t$ during the interaction time $t$. To account for this added phase, we introduce the phase $\phi = \phi_{rf} + (\omega_{rf} - \omega_0)t$.

S5.3. Analysis methods

We determine the contrast $|S(t)|$ and the phase $\varphi(t)$ by fitting the Ramsey signal $(N_3 - N_2)/(N_3 + N_2)$ as a function of the phase $\phi$ to a sine wave with an offset i.e. $F(t) + |S(t)| \cos(\phi - \varphi(t))$. Decoherence during the rf pulses, as well as imperfections of the rf pulses and the atom detection, cause the contrast for $t = 0$ to be slightly smaller than unity. When comparing theoretical results from Figs. 9 and 10 to the experimental data in Fig. 2, we account for this effect by scaling the theoretical predictions for $|S(t)|$ by an overall factor $\eta$. For each calculation, this factor is determined by fitting the prediction for $|S(t)|$ to the three data points with the the shortest interaction times. We obtain $0.92 < \eta < 1$, which corresponds to an additional loss of contrast that is of the same order as the decoherence during the rf pulses predicted by the FDA (see Fig. 10).

To compute the Fourier transform of the experimental $S(t)$ data, we use piecewise linear interpolations of log $S(t)$ and $\varphi(t)$ between the individual data points. Outside of the range of the data, we set $S(t) = 0$. To determine the error of the Fourier transform, we sample the values of $S(t)$ and $\varphi(t)$ at each data point from Gaussian distributions whose means and standard deviations correspond to the measured values and errors, respectively. We use the standard deviation of the computed values of the Fourier transform for each value of $\omega$ as an estimate of the error indicated by the shaded areas in Figs. 3 and 11.

S5.4. Varying the K concentration

We study the effects of the impurity concentration by varying the number of the strongly interacting K atoms. If this were done by changing the total number of the K atoms in the experiment, the change in the thermal load on the Li atoms during forced evaporation would result in a correlated variation in the number of Li atoms and the sample temperature (compare the settings for Fig. 2 and Fig. 4 in Table I). To avoid these systematic effects, in the measurements presented in Fig. 4, we keep the total number of the K atoms constant and vary the fraction of the K atoms that participate in the Ramsey sequence. We accomplish this by changing the intensity of the rf pulse that transfers the K atoms from the $\{1\}$ state to the $\{2\}$ state before the Ramsey procedure. During the subsequent 750 ms preceding the Ramsey sequence, the K atoms collisionally thermalize with the much larger Li cloud, resulting in an incoherent mixture of $K\{1\}$ and $K\{2\}$ atoms at a constant temperature. When referring to these measurements, we use $n_K$ not for the average density of all K atoms, but for the density of those K atoms that participate in the Ramsey sequence.

We minimized the small effects of long-time drifts in the temperature, the atom numbers and the trapping potential by varying the experimental parameters in a specific order. For each K concentration and interaction time, we recorded data for 4 different phases of the second rf pulse in order to obtain $S(t)$. For each interaction time, the data with different K concentrations were recorded in immediate succession. The data sets for different interaction times were then recorded in a random order.
S6. LINEARITY OF RF RESPONSE

The response of atoms to an applied rf field is linear if the fraction of the atoms transferred from one state to another is proportional to the intensity of the field. Linearity can be ensured by using a sufficiently weak rf pulse that is also much longer than the inverse width of the relevant spectral features. The narrowest spectral features in the present work are the polaron peaks in Figs. 3A and 3B with rms widths 0.06 $\hbar/\tau_F$ and 0.09 $\hbar/\tau_F$, respectively. To record these polaron spectra, we used Blackman-shaped rf pulses [47] whose duration $t_{rf} = 300 \mu$s $\approx 100 \tau_F$ is much longer than the inverse widths of the polaron peaks.
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**FIG. 13. Linearity of the rf response in the repulsive polaron regime.** (A) Fraction of the K atoms transferred from state K[2] to the state K[3] for $X = -0.13(6)$ as a function of the intensity $I_{rf}$ of an rf pulse with duration $t_{rf} = 300 \mu$s. (B) Fraction of the K atoms transferred for $X = -0.23(6)$ as a function of the duration $t_{rf}$ of the rf pulse for the rf pulse intensity $I_{rf} = 0.79 I_x$. Vertical dashed lines correspond to $I_{rf} = 0.79 I_n$ and $t_{rf} = 300 \mu$s, respectively. The pulse frequencies are adjusted to resonantly excite the repulsive polaron. The blue solid lines indicate linear fits to the data in the ranges indicated by the same lines. The blue dashed lines show extrapolations of these fits.
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**FIG. 14. Linearity of the rf response for resonant interactions.** Fraction of the K atoms transferred from state K[2] to the state K[3] by an rf pulse with duration $t_{rf} = 100 \mu$s for $X = +0.02(6)$. For the black data points, the intensity of the rf pulse is adjusted to obtain a $\pi$-pulse in the absence of Li atoms. The red data points correspond to a 50% lower intensity of the rf field.

We checked the linearity of the response by varying the intensity $I_{rf}$ of the applied rf field. Fig. 13A shows the fraction of the K atoms transferred from the K[2] to the K[3] state in the repulsive polaron regime, under conditions similar to those in the measurements shown in Fig. 3A. The frequency of the rf pulse is adjusted so that $(\omega_{rf} - \omega_0)\tau_F = 0.3$, corresponding to peak response and resonant excitation of the repulsive polaron. The rf intensity is measured in units of the intensity $I_n$ that results in a $\pi$-pulse for noninteracting K atoms. For intensities up to the intensity $I_{rf} = 0.79 I_n$, which is used in the measurements shown in Figs. 3A and 3B, we observe that the transferred fraction of the K atoms stays essentially proportional to the intensity of the pulse.
In the linear-response regime, the atomic response is predicted to be proportional to the duration of the rf pulse. Fig. 13B shows the fraction of the K atoms transferred in the repulsive polaron regime by rf pulses with $I_{df} = 0.79 I_r$, as a function of the pulse duration. The frequency of the rf pulse is adjusted so that $(\omega_{rf} - \omega_0)\tau_F = 0.3$, in order to obtain the peak response, as in Fig 13A. For pulses with duration up to 300 $\mu$s (indicated by the dashed line), we observe that the transferred fraction of the K atoms stays essentially proportional to the duration of the pulse.

Note that the maximal transferred fraction exceeds 0.5. We explain this observation by the coupling of the initial non-interacting K state to multiple interacting K states by the rf pulse, which manifest themselves as the polaron peak and the broad pedestal in our spectra.

The spectra for resonant Li-K interactions shown in Figs. 3B, 11A, 11B were recorded using Blackman-shaped rf pulses with duration of $t_{rf} = 100 \mu$s (approximately $35 \tau_F$). The intensity of these pulses was adjusted to 50% of that needed to produce $\pi$ pulses for noninteracting K atoms. We verified the linearity of the rf response by comparing the spectra recorded using this rf intensity to those recorded using the intensity needed to produce full $\pi$ pulses for noninteracting K atoms (Fig. 14). Our observations are in good agreement with linear response.