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#### Abstract

The Boltzmann equation is a powerful theoretical tool for modeling the collective dynamics of quantum many-body systems subject to external perturbations. Analysis of the equation gives access to linear response properties including collective modes and transport coefficients, but often proves intractable due to computational costs associated with multidimensional integrals describing collision processes. Here, we present a method to resolve this bottleneck, enabling the study of a broad class of many-body systems that appear in fundamental science contexts and technological applications. Specifically, we demonstrate that a Gaussian mixture model can accurately represent equilibrium distribution functions, thereby allowing efficient evaluation of collision integrals. Inspired by cold atom experiments, we apply this method to investigate the collective behavior of a quantum BoseFermi mixture of cold atoms in a cigar-shaped trap, a system that is particularly challenging to analyze. We focus on monopole and quadrupole collective modes above the Bose-Einstein transition temperature, and find a rich phenomenology that spans interference effects between bosonic and fermionic collective modes, dampening of these modes, and the emergence of hydrodynamics in various parameter regimes. These effects are readily verifiable experimentally.


## I. INTRODUCTION

The Boltzmann equation is ubiquitous in modern physics as it can model the non-equilibrium dynamics and near-equilibrium collective behavior of a wide range of quantum many-body systems. Phenomena such as hydrodynamics and turbulence in quantum liquids as well as transport properties in metals and semiconductors fall under its purview. Valid for systems where the length scales characterizing quasiparticle interactions are shorter than typical distances quasiparticles travel before colliding [1], the Boltzmann equation simplifies the typically challenging analysis of such interacting manyparticle systems by accurately capturing the many-body dynamics with the evolution of single-particle distribution functions. When studying the near-equilibrium dynamics of a system, this approach gives efficient access to its linear-response properties which characterize the possible quantum phases of matter. Solving the Boltzmann equation, even after it is linearized around equilibrium, however, can often be computationally challenging and precludes analysis of a system. Approaches to the problem must contend with non-Gaussian equilibrium distribution functions encoding quantum statistics as well as quantum correlations in the self-energies such as those arising from particle-exchange processes [1, 2]. Even with modern computational resources, state-of-the-art techniques grant limited insight into scientifically interesting

[^0]phenomenona such as spin transport in magnetic materials and electron hydrodynamics in 2D van der Waals (vdW) semiconductors. Existing solution methods also struggle to accurately compute transport properties in technologically relevant systems such as lithium-ion batteries [3] and photovoltaic cells [4].

State-of-the-art approaches make different levels of approximations to simplify the numerical task. The test particle method $[5,6]$ assumes that the dynamics of distribution functions of a many-body system composed of around $10^{23}$ particles can be accurately estimated by sampling the trajectories of a much smaller number of $10^{4}-10^{6}$ particles. This is typically a safe approximation, but simulation of the system can remain challenging as collisions in the system correlate the trajectories and prevent their parallel computation. The method easily admits details of experimental protocols, but the computational cost often limits analysis of linear response properties as only a few parameter choices can be evaluated. Other methods also solve the Boltzmann equation numerically after simplifying the collision integrals via various assumptions [7-9], but are limited in scope to where those assumptions are valid. The method of moments (MoM) [10, 11] takes an alternative approach to direct numerical simulation of the dynamics by variationally approximating the response of the system in the frequency domain. The MoM naturally captures collective behavior and, at the cost of some analytical work, reduces the problem to matrix inversion of a semi-analytical solution. It can, however, require additional work to incorporate certain experimental details such as complicated drive protocols. The computational bottleneck of the method


FIG. 1. Overview of the linearized Boltzmann equation and its applications. In this work, we develop a solution framework based on Gaussian mixture models (GMM) which enables efficient and accurate analysis of the Boltzmann equation. We demonstrate the method in the context of trapped Bose-Fermi mixtures of cold atoms - see Fig. 2.
comes from evaluating the matrix elements of the multidimensional collision integrals. Estimating these matrix elements via Monte Carlo sampling is often feasible for many 2D systems, albeit with difficulty, but fails for 3D systems.

In this work, we present two principal results. Our first result is the development of an efficient approach to analyze the linear response dynamics of many-body systems without resorting to commonly used relaxation time approximations. This method allows one to keep track of the exact collision integrals in Boltzmann equations and treat both 2D and 3D systems. Our second result leverages the above method to present an analysis of collective modes in quantum Bose-Fermi mixtures that are under active experimental investigation in ultracold atom systems [12]. We discover a surprising richness in dynamical regimes that this system manifests as the interactions between particles are tuned.

The method we develop allows for efficient computation of collision integrals, which we combine with the MoM framework, thus removing the bottleneck to solving Boltzmann equations. We term our approach GMMMoM as it centers around using a Gaussian mixture model (GMM) representation of the equilibrium distribution functions around which the Boltzmann equation is linearized. We demonstrate that this representation provides an accurate approximation of the distribution functions and, critical to efficient solution of the Boltzmann equation, enables semi-analytical computation of the multidimensional collision integrals. This latter step is possible as the MoM basis functions are chosen to be polynomials which, when combined with a Gaussian integral kernel, are analytically computable via Wick's theorem [1]. The efficiency of our approach results from the insight that both Bose-Einstein and Fermi-Dirac equilibrium distribution functions can be well approximated with a GMM consisting of only a few Gaussians (see Sec. III for details). Our GMM-MoM approach enables efficient analysis of the linear response dynamics
of a large range of systems that can be described using Boltzmann equations, thus allowing their characterization through quantities such as properties of collective modes and transport coefficients. We release our fitting codebase online [13] and include tables of Gaussian fits to the equilibrium distribution functions in a broad range of parameter regimes; these fits are generic and can be directly applied to investigate a broad class of quantum many-body systems.

## A. Practical advantage and relevance of the GMM framework

Typical approaches to solving the (linearized) Boltzmann equation either resort to approximations that make the analysis tractable at the cost of oversimplification, or employ brute-force numerical methods that are computationally costly and provide only limited information. By rendering multidimensional collision integrals efficiently computable, our GMM approach enables both fast and accurate analysis of the Boltzmann equation, thereby allowing investigation of broad classes of systems that have hereto remained intractable - see Fig. 1.

A ubiquitous approach to simplifying Boltzmann equations is the relaxation time approximation (RTA), often used to analyse transport properties of materials. This approximation assumes that all quantities of interest in the system relax to thermal equilibrium on the same time scale. While the RTA can capture the behavior of relatively simple systems such as bulk crystalline silicon [14], it is often quantitatively inaccurate even in these contexts [15]. The approximation also fails to qualitatively describe the physics of 2D semiconductors $[16,17]$, which foster both fundamental [18-21] and technological interest [22]. A variety of other important systems - including high- $T_{c}$ superconductors, resonantly interacting particles in neutron matter, and ultracold atoms at unitarity are also beyond the scope of RTA as these systems are


FIG. 2. Schematic of an atomic quantum Bose-Fermi mixture trapped into a cigar-shaped optical potential. A timedependent (transverse) perturbation of the trap launches collective modes of the system, which characterize the equilibrium state of matter.
expected to exhibit a clear separation of relaxation time scales for quantities such as heat, charge, spin, and momentum. The GMM framework introduced in this work obviates the need for the RTA while preserving computational efficiency. As a concrete demonstration of this capability, we benchmark the method on stronglyinteracting systems in Appendix C. There, we compute the decay rate of a Bose polaron in the unitary limit and the viscosity of a two-component strongly-interacting Fermi fluid.

Two additional simplifications are commonly applied to the Boltzmann equation: the assumption of isotropic scattering and the assumption of position-independent collisions. The former precludes, for instance, analysis of magnetic systems, including simple ferromagnets, as magnon collision processes explicitly depend on the momenta of the scattering particles [23]. The latter is strictly applicable only to spatially homogeneous systems, which precludes systems such as trapped gases, including dipolar atoms, that manifest unique transport regimes of fundamental interest [24]. The GMM framework is naturally suited to solve problems beyond these simplifications, as evidenced by our detailed analysis of trapped Bose-Fermi mixtures.

In contexts where the typical approximations fail, one must resort to solving the full linearized Boltzmann equation. One such context is material design. Ab initio methods like density functional theory are combined with Boltzmann analysis to design transport properties relevant to a wide range of technologies including thermoelectric materials [15], lithium-ion batteries [3], and photovoltaic cells [4]. Accurate computation of transport coefficients often requires going beyond the RTA for most 2D materials [16] as well as 3D materials like diamond where three-phonon or higher processes are relevant [25]. Anisotropic and position-dependent scattering must also be accounted for in devices with nontrivial geometries [25-27].

Remarkable progress has been made in brute force numerical methods in such systems; recent approaches have,
for example, enabled solving the fully coupled electronphonon transport kinetic equations relevant to thermoelectric and thermopower applications [28, 29]. These state-of-the-art methods, however, are extremely timeconsuming, as typical calculations take several months of CPU time [29]. We expect that the GMM framework introduced in this work can significantly ameliorate the cost of such computations.

## B. Analysis of Bose-Fermi mixtures

Bose-Fermi mixtures are a salient class of systems, ubiquitous in both cold-atom and solid-state platforms, which exhibit rich collective dynamics and are challenging to analyze. Examples include electron-phonon and electron-magnon mixtures in both conventional and high $-T_{c}$ superconductors, $\mathrm{He}^{3}-\mathrm{He}^{4}$ mixtures in dilution refrigerators, and quark-gluon plasmas in high-energy physics [30-41]. Bose-Fermi mixtures may also naturally appear in transition-metal-dichalcogenides (TMDs), twodimensional semiconductors which exhibit novel physics promising for quantum optics applications; TMDs manifest optical excitons and charged fermions, and interactions between them can be tuned via physical processes similar to Feshbach resonances [42-45].

As a concrete context, we focus on the case of BoseFermi mixtures of cold atomic gases trapped in a cigarshaped optical potential [46-52], illustrated in Fig. 2. We choose this system to demonstrate our GMM-MoM method for three reasons. Firstly, quantum gases of bosonic and fermionic atoms have emerged as a leading quantum simulation platform to study several quantum many-body systems, as cold-atom setups provide a highly controllable setting to investigate different prototypical models [53]. Until recently, they have primarily been used to study purely bosonic or fermionic systems due to the experimental difficulty of simultaneously trapping both types of atoms. The collective behavior of such bosonic and fermionic gases has been explored in several experiments, including precise measurements of collective modes [54-56], observation of first and second sound modes [57,58], measurements of viscosities in the unitary regime [59,60] and transport properties in strongly-interacting gases [61-67]. Systems in the polaronic regime, where one gas is much more dilute than the other, have been predicted to exhibit novel collective behavior [68] and non-equilibrium dynamics [69, 70]. Experiments have investigated the emergence of quasiparticles in such systems [71] and, more recently, have started to explore the collective behavior of mixtures of bosonic and fermionic cold atoms [12] beyond the polaronic regime, thus opening the door to studying Bose-Fermi mixtures in a controlled setting leveraging the entire coldatom toolbox [72-74]. Secondly, on the theoretical side, Bose-Fermi mixtures beyond the zero-temperature impurity regime host potentially rich physics which has been unexplored in prior work due to the difficulty of numer-
ical analysis and lack of experiment-guided motivation. Thirdly, the system is described by one of the most challenging types of Boltzmann equations to solve due to its spatial inhomogeneity, resulting from the asymmetric cigar-shaped optical trap, and the particle-conserving nature of collisions in the system. Making experimentally verifiable predictions in this context thus provides confidence in the GMM-MoM analysis method.

We analyze the collective behavior of the trapped Bose-Fermi cold-atom mixture across a variety of relative densities and interaction strengths. Motivated by modern cold-atom experiments, we study monopole and quadrupole collective modes, focusing on a quantum mixture above the Bose-Einstein transition temperature $T>T_{c}$; the gases are cold enough for particle statistics to matter and therefore form a quantum BoseFermi mixture. We find that this system exhibits a rich phenomenology which we summarize below for various regimes of relative densities of the atomic species.
(I) Single-component interacting Bose fluid (no fermions). The system exhibits a collisionless-tohydrodynamic crossover as the boson-boson interaction strength is tuned. Both the monopole and quadrupole mode lifetimes manifest a non-monotonic behavior, being the shortest in the crossover region. We also find frequency mixing between transverse and longitudinal monopole modes for sufficiently strong interactions; these modes are distinct from each other due to the asymmetry of the cigar-shaped trap.
(II) Impurity regime (dilute fermions). When the fermions are dilute, they act as impurities; the bosons remain largely unaffected and behave as the singlecomponent Bose fluid described above. The fermions and bosons have different monopole mode frequencies, and we can therefore understand the system in terms of coupled harmonic oscillators corresponding to the respective collective modes. When the boson-boson interaction is such that the boson fluid is not in its crossover regime and therefore manifests long-lived modes, we find typical Fano interference lineshapes encoding coherent mixing between the bosonic and fermionic oscillators (see Fig. 6 and discussion in Sec. IV C for details). Upon increasing the boson-fermion coupling, initially sharp fermionic resonances become completely featureless in frequency, indicating that the fermions no longer have independent dynamics and instead follow the bosonic atoms. In addition to the above phenomenona, we find that the fermionic spectral functions exhibit Stokes and anti-Stokes sidebands due to the mixing between longitudinal and transverse monopole modes.
(III) Mixture regime (comparable densities of bosons and fermions). The Bose-Fermi mixture exhibits a collisionless-to-hydrodynamic crossover as the bosonfermion interaction strength is tuned. The emergent hydrodynamic behavior of the whole many-body system manifests as mode locking between bosons and fermions. Intriguingly, we find coherent mixing between bosonic and fermionic collective modes even when the bosons are
hydrodynamic and fermions are collisionless.
Some of the phenomenology summarized above, such as the collisionless-to-hydrodynamic crossover of singlecomponent Bose fluids, has been discussed in previous papers $[6,75]$. Other effects we uncover, however, such as the Fano lineshapes and the emergence of sidebands, are indicative of previously unexplored physics exhibited by Bose-Fermi mixtures. Additionally, many-body mode mixing and locking in the mixture regime has not been confirmed theoretically due to the collision integral computational bottleneck. The above results are therefore both a concrete window into the rich physics of BoseFermi cold-atom mixtures, as well as evidence of the power of the GMM-MoM method to analyze previously inaccessible many-body systems.

## II. THEORETICAL FRAMEWORK

This section is organized as follows: In Sec. II A, we first introduce the coupled Boltzmann kinetic equations to describe the dynamics of a trapped Bose-Fermi mixture for $T>T_{c}$. The equilibrium distribution functions are then discussed in Sec. IIB. Finally, Sec. II C is devoted to the method of moments for computing the linear response properties of the mixture, including the spectrum of collective modes. Our framework closely follows and substantially extends that in Ref. [24] on twodimensional fermionic dipolar gases. We end this section by writing down expressions (34)-(38) for the 15 dimensional collision integrals which represent the main challenge behind the method of moments in three spatial dimensions. These integrals, in general, are not feasible for the existing numerical tools such as direct Monte Carlo sampling that was proven efficient in two dimensions [24]. One of our main technical results is that we overcome this challenge and make the method of moments numerically tractable - this will be the subject of the following sections.

## A. Kinetic equations for $T>T_{c}$

We describe a trapped Bose-Fermi mixture using the following microscopic model (throughout the text, we set $\hbar=k_{B}=1$ ):

$$
\begin{equation*}
\hat{H}=\hat{H}_{\mathrm{B}}+\hat{H}_{\mathrm{F}}+\hat{H}_{\mathrm{int}} . \tag{1}
\end{equation*}
$$

Here, the first term represents the bosonic Hamiltonian:

$$
\begin{align*}
\hat{H}_{\mathrm{B}}=\int d^{3} \boldsymbol{r} & \psi_{\mathrm{B}}^{\dagger}(\boldsymbol{r})\left[-\frac{\partial_{\boldsymbol{r}}^{2}}{2 m_{\mathrm{B}}}+U_{\text {trap }, \mathrm{B}}(\boldsymbol{r})\right] \psi_{\mathrm{B}}(\boldsymbol{r}) \\
& +\frac{g_{\mathrm{B}}}{2} \int d^{3} \boldsymbol{r} \psi_{\mathrm{B}}^{\dagger}(\boldsymbol{r}) \psi_{\mathrm{B}}^{\dagger}(\boldsymbol{r}) \psi_{\mathrm{B}}(\boldsymbol{r}) \psi_{\mathrm{B}}(\boldsymbol{r}) . \tag{2}
\end{align*}
$$

The second term is the fermionic one:

$$
\begin{equation*}
\hat{H}_{\mathrm{F}}=\int d^{3} \boldsymbol{r} \psi_{\mathrm{F}}^{\dagger}(\boldsymbol{r})\left[-\frac{\partial_{\boldsymbol{r}}^{2}}{2 m_{\mathrm{F}}}+U_{\text {trap }, \mathrm{F}}(\boldsymbol{r})\right] \psi_{\mathrm{F}}(\boldsymbol{r}) . \tag{3}
\end{equation*}
$$

The two systems interact with each other through the third term, $\hat{H}_{\text {int }}$, given by:

$$
\begin{equation*}
\hat{H}_{\mathrm{int}}=g_{\mathrm{BF}} \int d^{3} \boldsymbol{r} \psi_{\mathrm{B}}^{\dagger}(\boldsymbol{r}) \psi_{\mathrm{B}}(\boldsymbol{r}) \psi_{\mathrm{F}}^{\dagger}(\boldsymbol{r}) \psi_{\mathrm{F}}(\boldsymbol{r}) \tag{4}
\end{equation*}
$$

Here $\psi_{\mathrm{B} / \mathrm{F}}(\boldsymbol{r})$ and $\psi_{\mathrm{B} / \mathrm{F}}^{\dagger}(\boldsymbol{r})$ encode the bosonic/fermionic annihilation and creation operators, respectively; they satisfy the canonical commutation (anti-commutation) relations. We assume that, as in cold-atom experiments, the contact coupling strengths $g_{\mathrm{B}}$ and $g_{\mathrm{BF}}$ can be tuned over a broad range using the physics of magnetic Feshbach resonances. For future reference, $g_{\mathrm{B}}=4 \pi a_{\mathrm{B}} / m_{\mathrm{B}}$ and $g_{\mathrm{BF}}=2 \pi a_{\mathrm{BF}}\left(m_{\mathrm{B}}+m_{\mathrm{F}}\right) /\left(m_{\mathrm{B}} m_{\mathrm{F}}\right)$, where $a_{\mathrm{B}}$ and $a_{\mathrm{BF}}$ are the Bose-Bose and Bose-Fermi scattering lengths, respectively. In what follows, we consider the trapping potentials to have a cigar-like shape:

$$
\begin{equation*}
U_{\text {trap }, \mathrm{B}}(\boldsymbol{r})=\frac{1}{2} m_{\mathrm{B}} \omega_{\rho}^{2}\left(x^{2}+y^{2}\right)+\frac{1}{2} m_{\mathrm{B}} \omega_{z}^{2} z^{2} . \tag{5}
\end{equation*}
$$

To relate to the MIT experiment [12], we will consider the fermionic trapping potential to be $U_{\text {trap }, \mathrm{F}}=\lambda U_{\text {trap }, \mathrm{B}}(\boldsymbol{r})$, where $\lambda \simeq 1$ is an experimental parameter that encodes the fact that the laser coupling to fermions is a bit different from that to bosons. At this stage, we do not need to specify concrete forms of trapping potentials and can let the formalism be generic.

We briefly remark that a possible microscopic derivation of Boltzmann equations uses the Keldysh technique of non-equilibrium Green's functions [76]. This description is closely related to an appropriate conserving Kadanaff-Baym framework [77]. Both these approaches are usually too complicated to work with, either analytically or numerically, and require approximations. In systems such as quantum Bose-Fermi mixtures considered here, a natural simplification occurs because there is a separation of time and length scales between fast microscopic degrees of freedom and macroscopic ones set by the trapping potential. This separation enables one to make a systematic gradient expansion, which dramatically simplifies the kinetic equations. Further progress is
possible if one is allowed to employ the quasiparticle approximation, where the complex dynamics of two-time Green's functions is reduced to that of single-particle distribution functions, thus, obtaining the Boltzmann equation [78, 79]. The quantum statistics of the constituent particles manifests in both incoherent scatterings captured via collision integrals and in self-energies that might encode inherently quantum processes such as particle exchange. For more details on the derivation of Boltzmann equations, we refer the reader to Refs. [7679]. The primary goal of this paper is to develop a tool to solve Boltzmann equations rather than to provide a microscopic derivation of the equations of motion. To this end, below we consider a Bose-Fermi mixture above the BEC transition temperature $T>T_{c}$, where the kinetic equations are well-known.

Specifically, they read:

$$
\begin{gather*}
\left(\partial_{t}+\frac{\boldsymbol{p}}{m_{\mathrm{B}}} \cdot \partial_{\boldsymbol{r}}-\partial_{\boldsymbol{r}} U_{\mathrm{eff}, \mathrm{~B}} \cdot \partial_{\boldsymbol{p}}\right) n_{\mathrm{B}}=I_{\mathrm{BB}}+I_{\mathrm{BF}}  \tag{6}\\
\left(\partial_{t}+\frac{\boldsymbol{p}}{m_{\mathrm{F}}} \cdot \partial_{\boldsymbol{r}}-\partial_{\boldsymbol{r}} U_{\mathrm{eff}, \mathrm{~F}} \cdot \partial_{\boldsymbol{p}}\right) n_{\mathrm{F}}=I_{\mathrm{FB}} \tag{7}
\end{gather*}
$$

where $n_{\mathrm{B}}(\boldsymbol{p}, \boldsymbol{r}, t)$ and $n_{\mathrm{F}}(\boldsymbol{p}, \boldsymbol{r}, t)$ are the bosonic and fermionic distribution functions, respectively. For the left-hand sides, we employ the Hartree-Fock approximation [80]:

$$
\begin{gather*}
U_{\text {eff }, \mathrm{B}}=U_{\text {trap }, \mathrm{B}}+2 g_{\mathrm{B}} n_{\mathrm{B}}(\boldsymbol{r}, t)+g_{\mathrm{BF}} n_{\mathrm{F}}(\boldsymbol{r}, t),  \tag{8}\\
U_{\mathrm{eff}, \mathrm{~F}}=U_{\text {trap }, \mathrm{F}}+g_{\mathrm{BF}} n_{\mathrm{B}}(\boldsymbol{r}, t), \tag{9}
\end{gather*}
$$

where $n_{\mathrm{B} / \mathrm{F}}(\boldsymbol{r}, t)=\int \frac{d^{3} \boldsymbol{p}}{(2 \pi)^{3}} n_{\mathrm{B} / \mathrm{F}}(\boldsymbol{p}, \boldsymbol{r}, t)$ represents the bosonic/fermionic real-space density. We note that the Hartree-Fock self-energies do not depend on $\boldsymbol{p}$, which in turn implies that the effective masses are not affected by the contact interactions. For the right-hand sides, we use the Born-Markov approximation and write the BoseBose, Bose-Fermi, and Fermi-Bose collision integrals as:

$$
\begin{align*}
& I_{\mathrm{BB}}(\boldsymbol{p}, \boldsymbol{r}, t)=2 g_{\mathrm{B}}^{2} \int \frac{d^{3} \boldsymbol{p}^{\prime}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}_{1}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}_{1}^{\prime}}{(2 \pi)^{3}} \times(2 \pi)^{3} \delta\left(\boldsymbol{p}+\boldsymbol{p}^{\prime}-\boldsymbol{p}_{1}-\boldsymbol{p}_{1}^{\prime}\right) \times(2 \pi) \delta\left(\varepsilon_{\mathrm{B}}(\boldsymbol{p})+\varepsilon_{\mathrm{B}}\left(\boldsymbol{p}^{\prime}\right)-\varepsilon_{\mathrm{B}}\left(\boldsymbol{p}_{1}\right)-\varepsilon_{\mathrm{B}}\left(\boldsymbol{p}_{1}^{\prime}\right)\right) \\
& \times\left[\left(1+n_{\mathrm{B}}(\boldsymbol{p})\right)\left(1+n_{\mathrm{B}}\left(\boldsymbol{p}^{\prime}\right)\right) n_{\mathrm{B}}\left(\boldsymbol{p}_{1}\right) n_{\mathrm{B}}\left(\boldsymbol{p}_{1}^{\prime}\right)-n_{\mathrm{B}}(\boldsymbol{p}) n_{\mathrm{B}}\left(\boldsymbol{p}^{\prime}\right)\left(1+n_{\mathrm{B}}\left(\boldsymbol{p}_{1}\right)\right)\left(1+n_{\mathrm{B}}\left(\boldsymbol{p}_{1}^{\prime}\right)\right)\right],  \tag{10}\\
& I_{\mathrm{BF}}(\boldsymbol{p}, \boldsymbol{r}, t)=g_{\mathrm{BF}}^{2} \int \frac{d^{3} \boldsymbol{p}^{\prime}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}_{1}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}_{1}^{\prime}}{(2 \pi)^{3}} \times(2 \pi)^{3} \delta\left(\boldsymbol{p}+\boldsymbol{p}^{\prime}-\boldsymbol{p}_{1}-\boldsymbol{p}_{1}^{\prime}\right) \times(2 \pi) \delta\left(\varepsilon_{\mathrm{B}}(\boldsymbol{p})+\varepsilon_{\mathrm{F}}\left(\boldsymbol{p}^{\prime}\right)-\varepsilon_{\mathrm{B}}\left(\boldsymbol{p}_{1}\right)-\varepsilon_{\mathrm{F}}\left(\boldsymbol{p}_{1}^{\prime}\right)\right) \\
& \times\left[\left(1+n_{\mathrm{B}}(\boldsymbol{p})\right)\left(1-n_{\mathrm{F}}\left(\boldsymbol{p}^{\prime}\right)\right) n_{\mathrm{B}}\left(\boldsymbol{p}_{1}\right) n_{\mathrm{F}}\left(\boldsymbol{p}_{1}^{\prime}\right)-n_{\mathrm{B}}(\boldsymbol{p}) n_{\mathrm{F}}\left(\boldsymbol{p}^{\prime}\right)\left(1+n_{\mathrm{B}}\left(\boldsymbol{p}_{1}\right)\right)\left(1-n_{\mathrm{F}}\left(\boldsymbol{p}_{1}^{\prime}\right)\right)\right],  \tag{11}\\
& I_{\mathrm{FB}}(\boldsymbol{p}, \boldsymbol{r}, t)=g_{\mathrm{BF}}^{2} \int \frac{d^{3} \boldsymbol{p}^{\prime}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}_{1}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}_{1}^{\prime}}{(2 \pi)^{3}} \times(2 \pi)^{3} \delta\left(\boldsymbol{p}+\boldsymbol{p}^{\prime}-\boldsymbol{p}_{1}-\boldsymbol{p}_{1}^{\prime}\right) \times(2 \pi) \delta\left(\varepsilon_{\mathrm{F}}(\boldsymbol{p})+\varepsilon_{\mathrm{B}}\left(\boldsymbol{p}^{\prime}\right)-\varepsilon_{\mathrm{F}}\left(\boldsymbol{p}_{1}\right)-\varepsilon_{\mathrm{B}}\left(\boldsymbol{p}_{1}^{\prime}\right)\right) \\
& \times\left[\left(1-n_{\mathrm{F}}(\boldsymbol{p})\right)\left(1+n_{\mathrm{B}}\left(\boldsymbol{p}^{\prime}\right)\right) n_{\mathrm{F}}\left(\boldsymbol{p}_{1}\right) n_{\mathrm{B}}\left(\boldsymbol{p}_{1}^{\prime}\right)-n_{\mathrm{F}}(\boldsymbol{p}) n_{\mathrm{B}}\left(\boldsymbol{p}^{\prime}\right)\left(1-n_{\mathrm{F}}\left(\boldsymbol{p}_{1}\right)\right)\left(1+n_{\mathrm{B}}\left(\boldsymbol{p}_{1}^{\prime}\right)\right)\right], \tag{12}
\end{align*}
$$

where $\varepsilon_{\mathrm{B} / \mathrm{F}}(\boldsymbol{p})=p^{2} /\left(2 m_{\mathrm{B} / \mathrm{F}}\right)$. Below we turn to analyse
the linear-response properties of the Bose-Fermi mixture
within this Boltzmann kinetic theory. Prior to that, we first compute the self-consistent equilibrium distribution functions needed for our subsequent analysis.

## B. The equilibrium state

The equilibrium distribution functions are related to the effective potentials $U_{\mathrm{eff}, \mathrm{B} / \mathrm{F}}(\boldsymbol{r})$ through $(\beta=1 / T)$ :

$$
\begin{equation*}
n_{\mathrm{B} / \mathrm{F}, \mathrm{eq}}(\boldsymbol{p}, \boldsymbol{r})=\left[\frac{1}{z_{\mathrm{B} / \mathrm{F}}(\boldsymbol{r})} \exp \left(\frac{\beta p^{2}}{2 m_{\mathrm{B} / \mathrm{F}}}\right) \mp 1\right]^{-1} \tag{13}
\end{equation*}
$$

where $z_{\mathrm{B} / \mathrm{F}}(\boldsymbol{r}) \equiv \exp \left(\beta\left(\mu_{\mathrm{B} / \mathrm{F}}-U_{\mathrm{eff}, \mathrm{B} / \mathrm{F}}(\boldsymbol{r})\right)\right)$ is the bosonic (fermionic) local fugacity and $\mu_{\mathrm{B} / \mathrm{F}}$ is the corresponding chemical potential. Since the effective potentials $U_{\text {eff,B/F }}(\boldsymbol{r})$ depend on $n_{\text {B/F,eq }}$, Eq. (13) should be solved self-consistently. This latter task is relatively simple because the momentum integrals are evaluated analytically:

$$
\begin{gather*}
\int \frac{d^{3} \boldsymbol{p}}{(2 \pi)^{3}} n_{\mathrm{B}, \mathrm{eq}}=\left(\frac{m_{\mathrm{B}}}{2 \pi \beta}\right)^{\frac{3}{2}} \xi_{\frac{3}{2}}\left(z_{\mathrm{B}}(\boldsymbol{r})\right),  \tag{14}\\
\int \frac{d^{3} \boldsymbol{p}}{(2 \pi)^{3}} n_{\mathrm{F}, \mathrm{eq}}=-\left(\frac{m_{\mathrm{F}}}{2 \pi \beta}\right)^{\frac{3}{2}} \xi_{\frac{3}{2}}\left(-z_{\mathrm{F}}(\boldsymbol{r})\right) \tag{15}
\end{gather*}
$$

where $\xi_{\frac{3}{2}}(x)$ is the polylogarithm function. The chemical potentials can be fixed via:

$$
\begin{equation*}
\int d \Gamma n_{\mathrm{B} / \mathrm{F}, \mathrm{eq}}=\int d^{3} \boldsymbol{r} \int \frac{d^{3} \boldsymbol{p}}{(2 \pi)^{3}} n_{\mathrm{B} / \mathrm{F}, \mathrm{eq}}=N_{\mathrm{B} / \mathrm{F}} \tag{16}
\end{equation*}
$$

with $N_{\mathrm{B} / \mathrm{F}}$ being the total number of Bose/Fermi particles.

For convenience, throughout the rest of the paper we use the following dimensionless variables. As for the units of momentum and length, we choose $p_{\rho}=\sqrt{m_{\mathrm{B}} \omega_{\rho}}$ and $a_{\rho}=1 / p_{\rho}$, respectively; we fix the unit of energy to be $\omega_{\rho}$; the unit of mass is then naturally set by $m_{\mathrm{B}}$. In the dimensionless units, the trapping potentials read:

$$
\begin{gather*}
\bar{U}_{\text {trap }, \mathrm{B}}(\bar{\rho}, \bar{z})=\frac{1}{2} \bar{\rho}^{2}+\frac{\kappa}{2} \bar{z}^{2}  \tag{17}\\
\bar{U}_{\text {trap }, \mathrm{F}}(\bar{\rho}, \bar{z})=\frac{\lambda}{2} \bar{\rho}^{2}+\frac{\lambda \kappa}{2} \bar{z}^{2} \tag{18}
\end{gather*}
$$

where $\kappa=\omega_{z}^{2} / \omega_{\rho}^{2}$ is the anisotropy parameter, and bars on top of the symbols indicate that the corresponding variable has been appropriately rescaled. For instance, the dimensionless interactions strengths read: $\bar{g}_{\mathrm{B}}=g_{\mathrm{B}} /\left(a_{\rho}^{3} \omega_{\rho}\right)$ and $\bar{g}_{\mathrm{BF}}=g_{\mathrm{BF}} /\left(a_{\rho}^{3} \omega_{\rho}\right)$. We finally note that because the two trapping potentials depend only on the combination $\bar{\rho}^{2}+\kappa \bar{z}^{2}$, the equilibrium self-consistency
equations can be written as

$$
\begin{align*}
z_{\mathrm{B}}(\tilde{r})= & \exp \left(\bar{\beta} \bar{\mu}_{\mathrm{B}}-\frac{\tilde{r}^{2}}{2}-\frac{\bar{\beta}}{(2 \pi \bar{\beta})^{3 / 2}}\left[2 \bar{g}_{\mathrm{B}} \xi_{\frac{3}{2}}\left(z_{\mathrm{B}}\right)\right.\right. \\
& \left.\left.\quad \bar{g}_{\mathrm{BF}}\left(\frac{m_{\mathrm{F}}}{m_{\mathrm{B}}}\right)^{\frac{3}{2}} \xi_{\frac{3}{2}}\left(-z_{\mathrm{F}}\right)\right]\right)  \tag{19}\\
z_{\mathrm{F}}(\tilde{r})= & \exp \left(\bar{\beta}_{\bar{\mu}} \overline{\mathrm{F}}-\frac{\lambda \tilde{r}^{2}}{2}-\frac{\bar{g}_{\mathrm{BF}} \bar{\beta}}{(2 \pi \bar{\beta})^{3 / 2}} \xi_{\frac{3}{2}}\left(z_{\mathrm{B}}\right)\right) \tag{20}
\end{align*}
$$

where $\tilde{r}^{2}=\bar{\beta}\left(\bar{\rho}^{2}+\kappa \bar{z}^{2}\right)$. We remark that these equations, which are solved numerically in practice, imply that the two fugacities depend only on the one-dimensional variable $\tilde{r}$ rather than on two independent variables $\bar{\rho}$ and $\bar{z}$. This observation is not crucial (and in principle, the trapping potential for fermions could be very different from the bosonic one) but facilitates our numerical calculations below.

## C. Linear response within the method of moments

Our primary goal now is to investigate linear response functions, related to collective modes, which represent small amplitude fluctuations on top of the equilibrium state. To this end, we write:

$$
\begin{align*}
n_{\mathrm{B}}(\boldsymbol{r}, \boldsymbol{p}, t) & =n_{\mathrm{B}, \mathrm{eq}}(\boldsymbol{r}, \boldsymbol{p})+\Delta_{\mathrm{B}}(\boldsymbol{r}, \boldsymbol{p}) \Phi_{\mathrm{B}}(\boldsymbol{r}, \boldsymbol{p}, t)  \tag{21}\\
n_{\mathrm{F}}(\boldsymbol{r}, \boldsymbol{p}, t) & =n_{\mathrm{F}, \mathrm{eq}}(\boldsymbol{r}, \boldsymbol{p})+\Delta_{\mathrm{F}}(\boldsymbol{r}, \boldsymbol{p}) \Phi_{\mathrm{F}}(\boldsymbol{r}, \boldsymbol{p}, t) \tag{22}
\end{align*}
$$

where $\Delta_{\mathrm{B} / \mathrm{F}}(\boldsymbol{r}, \boldsymbol{p})=n_{\mathrm{B} / \mathrm{F}, \mathrm{eq}}(\boldsymbol{r}, \boldsymbol{p})\left[1 \pm n_{\mathrm{B} / \mathrm{F}, \mathrm{eq}}(\boldsymbol{r}, \boldsymbol{p})\right]$. In what follows, we assume that $\Phi_{\mathrm{B}}(\boldsymbol{r}, \boldsymbol{p}, t)$ and $\Phi_{\mathrm{F}}(\boldsymbol{r}, \boldsymbol{p}, t)$ are small and, as such, linearize the equations of motion. In the remainder of the text, we consider only dimensionless variables that have been properly rescaled and omit writing bars on top of the corresponding symbols.

The method of moments is based on the idea of expanding small fluctuations $\Phi_{\mathrm{B} / \mathrm{F}}(\boldsymbol{r}, \boldsymbol{p}, t)$ using a suitable basis set of functions $\left\{\phi_{\alpha}(\boldsymbol{r}, \boldsymbol{p})\right\}_{\alpha=1}^{N}$ :

$$
\begin{equation*}
\Phi_{\mathrm{B} / \mathrm{F}}(\boldsymbol{r}, \boldsymbol{p}, t) \approx \sum_{\alpha=1}^{N} \Phi_{\mathrm{B} / \mathrm{F}, \alpha}(t) \phi_{\alpha}(\boldsymbol{r}, \boldsymbol{p}) \tag{23}
\end{equation*}
$$

Here $N$ is the total number of basis functions that we take into account, and, as such, this parameter controls the accuracy of our approximations. Motivated by the experiments, below we investigate linear response to perturbations of the bosonic and/or fermionic trapping potentials, which we also write as:

$$
\begin{equation*}
\delta U_{\mathrm{B} / \mathrm{F}}(\boldsymbol{r}, \boldsymbol{p}, \omega)=\sum_{\alpha=1}^{N} \delta U_{\mathrm{B} / \mathrm{F}, \alpha}(\omega) \phi_{\alpha}(\boldsymbol{r}, \boldsymbol{p}), \tag{24}
\end{equation*}
$$

where the frequency amplitudes $\delta U_{\mathrm{B} / \mathrm{F}, \alpha}(\omega)$ are set by the actual experimental driving protocol. Plugging these expansions into the kinetic equations and subsequently projecting the linearized equations onto the basis functions $\left\{\phi_{\alpha}(\boldsymbol{r}, \boldsymbol{p})\right\}$, we arrive at:

$$
\begin{equation*}
[-i \omega \hat{\mathrm{M}}+\hat{\mathrm{H}}-\hat{\mathrm{S}}-\hat{\mathrm{I}}] \Phi=-\beta \hat{\mathrm{H}} \delta U \tag{25}
\end{equation*}
$$

where we defined $\Phi=\left(\Phi_{\mathrm{B}, 1}, \ldots, \Phi_{\mathrm{B}, \mathrm{N}}, \Phi_{\mathrm{F}, 1}, \ldots, \Phi_{\mathrm{F}, \mathrm{N}}\right)^{T}$ and $\delta U=\left(\delta U_{\mathrm{B}, 1}, \ldots, \delta U_{\mathrm{B}, \mathrm{N}}, \delta U_{\mathrm{F}, 1}, \ldots, \delta U_{\mathrm{F}, \mathrm{N}}\right)^{T}$ to be $2 N$-dimensional vectors. The matrices $\hat{\mathrm{M}}$ and $\hat{\mathrm{H}}$ are diagonal in the Bose-Fermi space:

$$
\hat{\mathrm{M}}=\left[\begin{array}{cc}
\mathrm{M}_{\mathrm{B}} & 0  \tag{26}\\
0 & \mathrm{M}_{\mathrm{F}}
\end{array}\right], \quad \hat{\mathrm{H}}=\left[\begin{array}{cc}
\mathrm{H}_{\mathrm{B}} & 0 \\
0 & \mathrm{H}_{\mathrm{F}}
\end{array}\right]
$$

with the matrix elements given by:

$$
\begin{align*}
\left(\mathrm{M}_{\mathrm{B} / \mathrm{F}}\right)_{\alpha \beta} & =\int d \Gamma \Delta_{\mathrm{B} / \mathrm{F}} \phi_{\alpha}(\boldsymbol{r}, \boldsymbol{p}) \phi_{\beta}(\boldsymbol{r}, \boldsymbol{p}) \\
& \equiv\left\langle\left\langle\phi_{\alpha} \phi_{\beta}\right\rangle\right\rangle_{\mathrm{B} / \mathrm{F}},  \tag{27}\\
\left(\mathrm{H}_{\mathrm{B} / \mathrm{F}}\right)_{\alpha \beta} & =\left\langle\left\langle\phi_{\alpha}\left\{\phi_{\beta}, \mathcal{H}_{\mathrm{B} / \mathrm{F}}\right\}\right\rangle_{\mathrm{B} / \mathrm{F}},\right. \tag{28}
\end{align*}
$$

where $\mathcal{H}_{\mathrm{B}}=p^{2} / 2+U_{\text {eff,B }}, \mathcal{H}_{\mathrm{F}}=p^{2} m_{\mathrm{B}} / 2 m_{\mathrm{F}}+U_{\text {eff,F }}$, and $\{f, g\}=\partial_{\boldsymbol{r}} f \cdot \partial_{\boldsymbol{p}} g-\partial_{\boldsymbol{p}} f \cdot \partial_{\boldsymbol{r}} g$ is the Poisson bracket. Throughout the derivations, we used the identity $\left\{n_{\mathrm{B} / \mathrm{F}, \mathrm{eq}}, f\right\}=-\beta \Delta_{\mathrm{B} / \mathrm{F}}\left\{\mathcal{H}_{\mathrm{B} / \mathrm{F}}, f\right\}$. The matrix $\hat{\mathrm{S}}$ encodes the changes in self-energies arising from the
changes in the bosonic and fermionic distribution functions:

$$
\hat{\mathrm{S}}=\left[\begin{array}{cc}
\mathrm{S}_{\mathrm{B}} & \mathrm{~S}_{\mathrm{BF}}  \tag{29}\\
\mathrm{~S}_{\mathrm{FB}} & 0
\end{array}\right]
$$

where

$$
\begin{align*}
\left(\mathrm{S}_{\mathrm{B}}\right)_{\alpha \beta} & =\left\langle\left\langle\beta \Sigma_{\mathrm{B}}\left[\Delta_{\mathrm{B}} \phi_{\beta}\right]\left\{\phi_{\alpha}, \mathcal{H}_{\mathrm{B}}\right\}\right\rangle\right\rangle_{\mathrm{B}},  \tag{30}\\
\left(\mathrm{~S}_{\mathrm{BF}}\right)_{\alpha \beta} & =\left\langle\left\langle\beta \Sigma_{\mathrm{BF}}\left[\Delta_{\mathrm{F}} \phi_{\beta}\right]\left\{\phi_{\alpha}, \mathcal{H}_{\mathrm{B}}\right\}\right\rangle\right\rangle_{\mathrm{B}},  \tag{31}\\
\left(\mathrm{~S}_{\mathrm{FB}}\right)_{\alpha \beta} & =\left\langle\left\langle\beta \Sigma_{\mathrm{BF}}\left[\Delta_{\mathrm{B}} \phi_{\beta}\right]\left\{\phi_{\alpha}, \mathcal{H}_{\mathrm{F}}\right\}\right\rangle\right\rangle_{\mathrm{F}} . \tag{32}
\end{align*}
$$

Here we defined $\Sigma_{\mathrm{B}}[f](\boldsymbol{r}, t)=2 g_{\mathrm{B}} \int \frac{d^{3} \boldsymbol{p}}{(2 \pi)^{3}} f(\boldsymbol{r}, \boldsymbol{p}, t)$ and $\Sigma_{\mathrm{BF}}[f](\boldsymbol{r}, t)=g_{\mathrm{BF}} \int \frac{d^{3} \boldsymbol{p}}{(2 \pi)^{3}} f(\boldsymbol{r}, \boldsymbol{p}, t)$. Finally, the collision integral matrix $\hat{I}$ is given by:

$$
\hat{\mathrm{I}}=\left[\begin{array}{cc}
\mathrm{I}_{\mathrm{B}}+\mathrm{J}_{\mathrm{BB}} & \mathrm{~J}_{\mathrm{BF}}  \tag{33}\\
\mathrm{~J}_{\mathrm{FB}} & \mathrm{~J}_{\mathrm{FF}}
\end{array}\right],
$$

where the corresponding matrix elements read:

$$
\begin{align*}
\left(\mathrm{I}_{\mathrm{B}}\right)_{\alpha \beta}= & -\frac{g_{\mathrm{B}}^{2}}{2} \int d^{3} \boldsymbol{r} \frac{d^{3} \boldsymbol{p}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}^{\prime}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}_{1}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}_{1}^{\prime}}{(2 \pi)^{3}}(2 \pi)^{3} \delta\left(\boldsymbol{p}+\boldsymbol{p}^{\prime}-\boldsymbol{p}_{1}-\boldsymbol{p}_{1}^{\prime}\right) \times(2 \pi) \delta\left(\varepsilon_{\mathrm{B}}(\boldsymbol{p})+\varepsilon_{\mathrm{B}}\left(\boldsymbol{p}^{\prime}\right)-\varepsilon_{\mathrm{B}}\left(\boldsymbol{p}_{1}\right)-\varepsilon_{\mathrm{B}}\left(\boldsymbol{p}_{1}^{\prime}\right)\right) \\
& \times\left(1+n_{\mathrm{B}, \mathrm{eq}}(\boldsymbol{p})\right)\left(1+n_{\mathrm{B}, \mathrm{eq}}\left(\boldsymbol{p}^{\prime}\right)\right) n_{\mathrm{B}, \mathrm{eq}}\left(\boldsymbol{p}_{1}\right) n_{\mathrm{B}, \mathrm{eq}}\left(\boldsymbol{p}_{1}^{\prime}\right) \times S\left[\phi_{\alpha}\right] S\left[\phi_{\beta}\right],  \tag{34}\\
\left(\mathrm{J}_{\mathrm{BB}}\right)_{\alpha \beta}= & -\frac{g_{\mathrm{BF}}^{2}}{2} \int d^{3} \boldsymbol{r} \frac{d^{3} \boldsymbol{p}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}^{\prime}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}_{1}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}_{1}^{\prime}}{(2 \pi)^{3}}(2 \pi)^{3} \delta\left(\boldsymbol{p}+\boldsymbol{p}^{\prime}-\boldsymbol{p}_{1}-\boldsymbol{p}_{1}^{\prime}\right) \times(2 \pi) \delta\left(\varepsilon_{\mathrm{B}}(\boldsymbol{p})+\varepsilon_{\mathrm{F}}\left(\boldsymbol{p}^{\prime}\right)-\varepsilon_{\mathrm{B}}\left(\boldsymbol{p}_{1}\right)-\varepsilon_{\mathrm{F}}\left(\boldsymbol{p}_{1}^{\prime}\right)\right) \\
& \times\left(1+n_{\mathrm{B}, \mathrm{eq}}(\boldsymbol{p})\right)\left(1-n_{\mathrm{F}, \mathrm{eq}}\left(\boldsymbol{p}^{\prime}\right)\right) n_{\mathrm{B}, \mathrm{eq}}\left(\boldsymbol{p}_{1}\right) n_{\mathrm{F}, \mathrm{eq}}\left(\boldsymbol{p}_{1}^{\prime}\right) \times\left(\phi_{\alpha}(\boldsymbol{p})-\phi_{\alpha}\left(\boldsymbol{p}_{1}\right)\right)\left(\phi_{\beta}(\boldsymbol{p})-\phi_{\beta}\left(\boldsymbol{p}_{1}\right)\right),  \tag{35}\\
\left(\mathrm{J}_{\mathrm{BF}}\right)_{\alpha \beta}= & -\frac{g_{\mathrm{BF}}^{2}}{2} \int d^{3} \boldsymbol{r} \frac{d^{3} \boldsymbol{p}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}^{\prime}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}_{1}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}_{1}^{\prime}}{(2 \pi)^{3}}(2 \pi)^{3} \delta\left(\boldsymbol{p}+\boldsymbol{p}^{\prime}-\boldsymbol{p}_{1}-\boldsymbol{p}_{1}^{\prime}\right) \times(2 \pi) \delta\left(\varepsilon_{\mathrm{B}}(\boldsymbol{p})+\varepsilon_{\mathrm{F}}\left(\boldsymbol{p}^{\prime}\right)-\varepsilon_{\mathrm{B}}\left(\boldsymbol{p}_{1}\right)-\varepsilon_{\mathrm{F}}\left(\boldsymbol{p}_{1}^{\prime}\right)\right) \\
& \times\left(1+n_{\mathrm{B}, \mathrm{eq}}(\boldsymbol{p})\right)\left(1-n_{\mathrm{F}, \mathrm{eq}}\left(\boldsymbol{p}^{\prime}\right)\right) n_{\mathrm{B}, \mathrm{eq}}\left(\boldsymbol{p}_{1}\right) n_{\mathrm{F}, \mathrm{eq}}\left(\boldsymbol{p}_{1}^{\prime}\right) \times\left(\phi_{\alpha}(\boldsymbol{p})-\phi_{\alpha}\left(\boldsymbol{p}_{1}\right)\right)\left(\phi_{\beta}\left(\boldsymbol{p}^{\prime}\right)-\phi_{\beta}\left(\boldsymbol{p}_{1}^{\prime}\right)\right),  \tag{36}\\
\left(\mathrm{J}_{\mathrm{FB}}\right)_{\alpha \beta}= & \left(\mathrm{J}_{\mathrm{BF}}\right)_{\beta \alpha},  \tag{37}\\
\left(\mathrm{J}_{\mathrm{FF}}\right)_{\alpha \beta}= & -\frac{g_{\mathrm{BF}}^{2}}{2} \int d^{3} \boldsymbol{r} \frac{d^{3} \boldsymbol{p}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}^{\prime}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}_{1}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}_{1}^{\prime}}{(2 \pi)^{3}}(2 \pi)^{3} \delta\left(\boldsymbol{p}+\boldsymbol{p}^{\prime}-\boldsymbol{p}_{1}-\boldsymbol{p}_{1}^{\prime}\right) \times(2 \pi) \delta\left(\varepsilon_{\mathrm{B}}(\boldsymbol{p})+\varepsilon_{\mathrm{F}}\left(\boldsymbol{p}^{\prime}\right)-\varepsilon_{\mathrm{B}}\left(\boldsymbol{p}_{1}\right)-\varepsilon_{\mathrm{F}}\left(\boldsymbol{p}_{1}^{\prime}\right)\right) \\
& \times\left(1+n_{\mathrm{B}, \mathrm{eq}}(\boldsymbol{p})\right)\left(1-n_{\mathrm{F}, \mathrm{eq}}\left(\boldsymbol{p}^{\prime}\right)\right) n_{\mathrm{B}, \mathrm{eq}}\left(\boldsymbol{p}_{1}\right) n_{\mathrm{F}, \mathrm{eq}}\left(\boldsymbol{p}_{1}^{\prime}\right) \times\left(\phi_{\alpha}\left(\boldsymbol{p}^{\prime}\right)-\phi_{\alpha}\left(\boldsymbol{p}_{1}^{\prime}\right)\right)\left(\phi_{\beta}\left(\boldsymbol{p}^{\prime}\right)-\phi_{\beta}\left(\boldsymbol{p}_{1}^{\prime}\right)\right), \tag{38}
\end{align*}
$$

where $S[f]=f+f^{\prime}-f_{1}-f_{1}^{\prime}, \varepsilon_{\mathrm{B}}(\boldsymbol{p})=p^{2} / 2$, and $\varepsilon_{\mathrm{F}}(\boldsymbol{p})=p^{2} m_{\mathrm{B}} /\left(2 m_{\mathrm{F}}\right)$. The matrix $\mathrm{I}_{\mathrm{B}}$ describes changes in the bosonic distribution function due to boson-boson scatterings, $\mathrm{J}_{\mathrm{BF}}$ describes changes in the distribution function of bosons due boson-fermion scatterings, etc.

What we have achieved so far is that the initial infinitedimensional (linear) problem is now reduced to a finitedimensional one. To complete the discussion of dynamics, we also need to review an algorithm for evaluating time-dependent expectation values of operators, which can be measured in experiments. As a concrete example, we consider an arbitrary bosonic observable:

$$
\left\langle\mathcal{O}_{\mathrm{B}}\right\rangle(t) \equiv \int d \Gamma n_{\mathrm{B}}(\boldsymbol{r}, \boldsymbol{p}, t) \mathcal{O}_{\mathrm{B}}(\boldsymbol{r}, \boldsymbol{p})=\mathcal{O}_{\mathrm{B}}^{T} \mathrm{M}_{\mathrm{B}} \Phi_{\mathrm{B}}(t)
$$

where we assumed that $\left\langle\mathcal{O}_{\mathrm{B}}\right\rangle_{\text {eq }}=0$, used Eq. (21), and expanded $\mathcal{O}_{\mathrm{B}}(\boldsymbol{r}, \boldsymbol{p})=\sum_{\alpha} \mathcal{O}_{\mathrm{B}, \alpha} \phi_{\alpha}(\boldsymbol{r}, \boldsymbol{p})$. More generally, we write:

$$
\begin{equation*}
\langle\mathcal{O}\rangle(\omega)=\mathcal{O}^{T} \hat{\mathrm{M}} \Phi\left(\omega+i 0^{+}\right) \tag{39}
\end{equation*}
$$

To evaluate $\Phi\left(\omega+i 0^{+}\right)$, we diagonalize $\hat{\mathrm{M}}^{-1}(\hat{\mathrm{H}}-\hat{\mathrm{S}}-\hat{\mathrm{I}})=$ $i \hat{\mathrm{~V}} \hat{\Omega} \hat{\mathrm{~V}}^{-1}$, with $\hat{\Omega}$ being diagonal $\Rightarrow$

$$
\begin{equation*}
\Phi(\omega)=-i \beta \hat{\mathrm{~V}}(\omega-\hat{\Omega})^{-1} \hat{\mathrm{~V}}^{-1} \hat{\mathrm{M}}^{-1} \hat{\mathrm{H}} \delta U(\omega) \tag{40}
\end{equation*}
$$

From this, we finally get:

$$
\begin{equation*}
\mathcal{O}(\omega)=\sum_{a} \frac{r_{a}(\omega)}{\omega-\Omega_{a}+i 0^{+}} \tag{41}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{a}(\omega)=-i \beta\left(\hat{\mathrm{~V}}^{T} \hat{\mathrm{M}} \mathcal{O}\right)_{a}\left(\hat{\mathrm{~V}}^{-1} \hat{\mathrm{M}}^{-1} \hat{\mathrm{H}} \delta U(\omega)\right)_{a} \tag{42}
\end{equation*}
$$

Equation (41) is among the most useful results, as it defines the linear response within the method-of-moments. Physically, the "residue" $r_{a}(\omega)$ encodes the relative importance of the corresponding pole $\Omega_{a}$. We remark that the eigenvalues of $\hat{\Omega}$ are not necessarily real (but for stability of the equilibrium state, their imaginary parts must be negative), which implies that the matrix $\hat{V}$ is generally not unitary.

The main challenge that we encounter in this section is the evaluation of the 15 -dimensional collision integral matrix elements in Eqs. (34)-(38). We remark that the energy and momentum conservation laws render these integrals to be 11-dimensional. Further simplifications can occur if one uses symmetries of the optical trap. Nevertheless, the resulting expressions are still too complicated for accurate numerical evaluations. So far, this issue has been a major computational challenge, which is the primary reason why the method of moments has not been applied in its full capacity to three-dimensional problems. We note that in two spatial dimensions, such matrix elements encode only 5 -dimensional integrals, which could be accurately evaluated using Monte Carlo sampling [24].

In this work, we provide an efficient method for computing these collision integrals. Our approach is based on the observation that the integrals are hard to evaluate because of the complexity of the equilibrium BoseEinstein and Fermi-Dirac distribution functions. To further appreciate this point, we note that in a classical system, where the distribution functions have Gaussian (Boltzmann-Maxwell) forms, one could compute the collision integrals analytically, by means of Wick's theorem [75]. With this in mind, in the following section, we offer an approximation to the equilibrium distribution functions that, on the one hand, can be made arbitrarily accurate and, on the other hand, also acquire a Gaussian-like structure, in turn enabling us to semianalytically evaluate the collision matrix with essentially arbitrary precision.

## III. GAUSSIAN MIXTURE MODEL

In this section, we argue that locally, i.e., for a given real-space point $\boldsymbol{r}$, the equilibrium distribution functions (both bosonic and fermionic) can be accurately approximated using the following ansatz:

$$
\begin{equation*}
n_{\mathrm{GMM}}(\boldsymbol{r}, \boldsymbol{p})=\sum_{n=1}^{M_{0}} a_{n}(\boldsymbol{r}) \exp \left(-\frac{p^{2}}{2 \gamma_{n}^{2}(\boldsymbol{r})}\right) \tag{43}
\end{equation*}
$$

Here $M_{0}$ is the total number of Gaussians that we take into consideration, implying that we have $2 \times M_{0}$ fitting parameters $a_{n}(\boldsymbol{r})$ and $\gamma_{n}(\boldsymbol{r})$ that, in general, are allowed to depend on the real-space coordinate $\boldsymbol{r}$. In the machine learning literature [81], the ansatz in Eq. (43) is
referred to as Gaussian mixture model (GMM), though in contrast to the most generic GMM, here we set all the means to zero. In the following subsections, we first consider a few situations of increasing complexity, where we explicitly construct such GMM fittings and discuss their limitations. Then, in subsection IIID, we briefly summarize and further discuss the presented approach.

## A. Dilute fermions, $z_{\mathrm{F}} \leq 1$

We begin by considering the Fermi-Dirac distribution function, which in the appropriately chosen units, can be written as:

$$
\begin{equation*}
n_{\mathrm{F}}(z, p)=\left[\frac{1}{z} \exp \left(\frac{p^{2}}{2}\right)+1\right]^{-1} \tag{44}
\end{equation*}
$$

The local fugacity $z=z(\boldsymbol{r})$ is a monotonic function of the density, and, for reasons that will become apparent shortly, we first focus on the case $z \leq 1$, corresponding to dilute fermions. It is then suggestive to change variables as $z=\exp \left(-q^{2} / 2\right)$ and consider the following one-variable function:

$$
\begin{equation*}
f_{1}(x)=\left[\exp \left(\frac{x^{2}}{2}\right)+1\right]^{-1} \tag{45}
\end{equation*}
$$

In other words, $f_{1}(x)$ is nothing but the Fermi-Dirac distribution for $z=1$. If this function $f_{1}(x)$ can be accurately approximated with a GMM

$$
\begin{equation*}
f_{1}(x) \approx \sum_{n} \alpha_{n} \exp \left(-\frac{x^{2}}{2 \gamma_{n}^{2}}\right) \tag{46}
\end{equation*}
$$

we immediately get a GMM approximation for $n_{\mathrm{F}}(z, p)$ for any $z \leq 1$ :

$$
\begin{align*}
n_{\mathrm{F}}(z, p) & =f_{1}\left(p^{2}+q^{2}\right) \\
& \approx \sum_{n} \alpha_{n} \exp \left(-\frac{q^{2}}{2 \gamma_{n}^{2}}\right) \exp \left(-\frac{p^{2}}{2 \gamma_{n}^{2}}\right) \\
& =\sum_{n} \alpha_{n} z^{1 / \gamma_{n}^{2}} \exp \left(-\frac{p^{2}}{2 \gamma_{n}^{2}}\right) \tag{47}
\end{align*}
$$

Importantly, the quality of this fit for $n_{\mathrm{F}}(z, p)$ is entirely determined by the quality of the approximate form (46) for $f_{1}(x)$. Moreover, by comparing Eqs. (43) and (47), we observe that the amplitudes $a_{n}(\boldsymbol{r})$ in Eq. (43) do explicitly depend on the local fugacity $z$ (and, as such, on the real-space coordinate $\boldsymbol{r}$ ), whereas the variances $\gamma_{n}$, which are the same for both Eq. (43) and Eq. (47), are universal, i.e., independent of $z$.

In our numerics, we optimize the coefficients $\alpha_{n}$ and $\gamma_{n}$ using standard fitting routines that eventually minimize the absolute error

$$
\begin{equation*}
\mathcal{L}_{\mathrm{F}}=\max _{x}\left|f_{1}(x)-f_{1, \mathrm{GMM}}\left[\alpha_{n}, \gamma_{n}\right](x)\right| \tag{48}
\end{equation*}
$$



FIG. 3. Performance of the Gaussian mixture model (GMM). (a) The fermionic function $f_{1}(x)$ (solid line), Eq. (45), that encodes the Fermi-Dirac distribution function for any $z_{\mathrm{F}} \leq 1$, and its GMM fit (dashed line) are not distinguishable by eye from each other. The inset shows the dependence of the absolute error of the fit $\mathcal{L}_{\mathrm{F}}$, Eq. (48), on the total number of Gaussians $M_{0}$ that are involved in the fitting: for $M_{0}=10$, we obtain $\mathcal{L}_{\mathrm{F}} \lesssim 10^{-10}$. (b) Similar analysis as in (a) but now we consider the bosonic function $f_{2}(x)$ (solid line), Eq. (51), in a range $x \in\left[x_{\min }, \infty\right.$ ), where $x_{\min }$ (vertical dashed lines) is set by the maximal fugacity we consider: $x_{\min } \approx 0.46$ for $z_{\mathrm{B}}=0.9$ and $x_{\min } \approx 0.14$ for $z_{\mathrm{B}}=0.99$. The GMM fits provide excellent approximations to $f_{2}(x)$ in their respective domains of applicability (dashed line for $z_{\mathrm{B}}=0.9$ and solid dashed line for $z_{\mathrm{B}}=0.99$ ): The inset shows that the bosonic error $\mathcal{L}_{\mathrm{B}}$, Eq. (52), can be as small as $10^{-8}$ with only about 10 (17) Gaussians for $z_{\mathrm{B}}=0.9$ $\left(z_{\mathrm{B}}=0.99\right)$. (c) The fermionic function $f_{3}(x)$ (solid line), Eq. (55), that captures the Fermi-Dirac distribution function for any $1 \leq z_{\mathrm{F}} \leq z_{\max }$, can be well fitted with the complex version of the GMM, Eq. (56). Here, the domain $x \in\left[x_{\min }, \infty\right)$ is determined by the maximal fermionic fugacity we consider: $x_{\min }=-\ln \left(z_{\max }\right)$. As shown in the inset, the absolute error of the fit $\mathcal{L}_{\mathrm{F}}$ decreases with increasing the total number $M_{0}$ of complex conjugate Gaussian pairs; for $M_{0} \lesssim 25$, we obtain $\mathcal{L}_{\mathrm{F}} \simeq 10^{-8}$ at $z_{\max }=10^{5}$.

Specifically, we use the Levenberg-Marquardt optimization algorithm, which we supply with gradients, that is implemented in Matlab via the lsqcurvefit function. The result of such fitting is shown in Fig. 3(a): Remarkably, we find that $\mathcal{L}_{\mathrm{F}}$ can be made as small as $\sim 10^{-10}$ with only $\sim 10$ Gaussians and can be further reduced by increasing the total number of Gaussians $M_{0}$ [see the inset of Fig. 3(a)]. While $f_{1}(x)$ is expected to be well approximated with a GMM [82], what is a bit surprising is how few Gaussians turn out to be needed for such a high quality of fitting.

To further appreciate this point, we note that for $z<1$, one can formally Taylor expand the fermionic distribution function:

$$
\begin{equation*}
n_{\mathrm{F}}(z, p)=\sum_{n=1}^{\infty}(-1)^{n+1} z^{n} \exp \left(-\frac{1}{2} n p^{2}\right) \tag{49}
\end{equation*}
$$

The fact that this expansion exists in the first place confirms the expectation that the GMM in Eq. (43) can, in principle, be made arbitrarily accurate. We note, however, that the results in Fig. 3(a) clearly demonstrate that the GMM significantly outperforms the truncated Taylor series, especially for $z$ approaching unity, where more and more Gaussians in the Taylor series are needed to keep the same quality of the approximation. For instance, one needs to consider about 150 Taylor series coefficients for $z=0.9$ to get the same precision as one has from only 10 GMM Gaussians. Importantly, the cost of computing the collision matrices scales as $\sim M_{0}^{4}$, which implies that the GMM dramatically facilitates otherwise
too demanding calculations. We also remark that both the GMM in Eq. (47) and the Taylor series in Eq. (49) share the property that their variances $\gamma_{n}$ do not depend on $z$.

We briefly comment that in our numerics, perhaps the most non-trivial step turns out to be the initial choice of the fitting parameters for the optimization algorithm. Whenever available, one can start from the coefficients of the truncated Taylor series, which we find then lead to excellent GMM fits. In more complicated situations, where Taylor series is no longer an option, one can try to sequentially sample over random Gaussians with subsequent optimization. This approach gives fits of high precision, but it can be further improved by simple postprocessing that then gives a more efficient fit with fewer Gaussians, as we discuss below.

## B. Bosons

We switch to the analysis of the Bose-Einstein distribution function:

$$
\begin{equation*}
n_{\mathrm{B}}(z, p)=\left[\frac{1}{z} \exp \left(\frac{p^{2}}{2}\right)-1\right]^{-1} \tag{50}
\end{equation*}
$$

For bosons, the local fugacity has to be smaller than unity $z \leq 1$ so that essentially all the discussion from the preceding subsection applies here as well. One notable difference, however, is that the bosonic one-variable function
$f_{2}(x)$, now defined as

$$
\begin{equation*}
\left.f_{2}(x) \equiv n_{\mathrm{B}}(x)\right|_{z=1}=\left[\exp \left(\frac{x^{2}}{2}\right)-1\right]^{-1} \tag{51}
\end{equation*}
$$

diverges for $x \rightarrow 0$. In particular, this implies that the function $f_{2}(x)$ cannot be fitted with a GMM (43) in the entire range $x \in[0, \infty)$. In practice, this is not an issue because one can always choose a maximal bosonic fugacity $z_{\max }$ that cuts off the range to $x \in\left[x_{\min }, \infty\right)$, with $x_{\min }=\sqrt{-2 \ln \left(z_{\max }\right)}$. Physically, by choosing such a cutoff, one limits the analysis to temperatures $T$ outside a small window near $T_{c}$ since the bosonic fugacity can approach unity only in the immediate vicinity of the BEC transition. For instance, based on mean-field theory, the choice of $z_{\max }=0.9$ would correspond to temperatures $\left|T-T_{c}\right| / T_{c} \gtrsim 5 \%$; and $z_{\max }=0.99$ implies that $\left|T-T_{c}\right| / T_{c} \gtrsim 1 \%$. One can also increase the cutoff $z_{\max }$ closer to unity if one wants to investigate the detailed behavior near $T_{c}$. This will come at the cost that the fitting near $T_{c}$ becomes more challenging and requires more Gaussians [see Fig. 3(b)].

Figure 3(b) shows the GMM fits to the bosonic distribution $n_{\mathrm{B}}(z, p)$ : for $z=0.9$ and $z=0.99$, we can reduce the bosonic error

$$
\begin{equation*}
\mathcal{L}_{\mathrm{B}}=\max _{x \geq x_{\min }}\left|f_{2}(x)-f_{\mathrm{GMM}}(x)\right| \tag{52}
\end{equation*}
$$

to $10^{-8}$ with as few as 10 and 17 Gaussians, respectively. If needed, this precision can be further improved by increasing $M_{0}$ - see the inset of Fig. 3(b). Once the GMM fit at $z_{\text {max }}$ is established

$$
\begin{equation*}
n_{\mathrm{B}}\left(z_{\max }, p\right) \approx \sum_{n} a_{n, z_{\max }} \exp \left(-\frac{p^{2}}{2 \gamma_{n}^{2}}\right) \tag{53}
\end{equation*}
$$

we immediately get the same quality GMM approximation for any $z \leq z_{\max }$ :

$$
\begin{equation*}
n_{\mathrm{B}}(z, p) \approx \sum_{n} a_{n, z_{\max }}\left(z / z_{\max }\right)^{1 / \gamma_{n}^{2}} \exp \left(-\frac{p^{2}}{2 \gamma_{n}^{2}}\right) \tag{54}
\end{equation*}
$$

Notably, as Fig. 3(b) illustrates, the fitting at a given $z_{\text {max }}$ can be extrapolated (using Eqs. (53) and (54)) to even get a reasonably good approximation for $z>z_{\max }$.

## C. Dense fermions, $z_{\mathrm{F}}>1$

We turn to discuss the fermionic distribution function $n_{\mathrm{F}}(z, p)$ in the regime $z>1$, corresponding to dense fermions. Following the preceding analyses, now it is suggestive to change variables as $z=\exp \left(q^{2} / 2\right)$ and consider the function

$$
\begin{equation*}
f_{3}(x)=[\exp (x)+1]^{-1} \tag{55}
\end{equation*}
$$

so that $n_{\mathrm{F}}(z, p)=f_{3}\left(\left(p^{2}-q^{2}\right) / 2\right)$. Since, in principle, one can have arbitrary large fermionic fugacities, it implies
that generically $x \in(-\infty, \infty)$. In practice, however, the range of the variable $x$ is set by the maximal fermionic fugacity $z_{\max }$ that we consider, i.e., $x \in\left[x_{\min }, \infty\right)$ with $x_{\min }=-\ln \left(z_{\max }\right)$. Physically, $z_{\max }$ is essentially set by the fermionic density and local temperature.

To be consistent with the preceding subsections and to allow for negative values of $x$, a GMM fit to the function $f_{3}(x)$ translates as a sum of exponentials (rather then a sum of Gaussians), which we write as:

$$
\begin{equation*}
f_{3}(x) \approx \sum_{n} \alpha_{n} \exp \left(-\frac{x}{\gamma_{n}^{2}}\right) \tag{56}
\end{equation*}
$$

In contrast to what we have developed so far, here we now allow for the coefficients $\alpha_{n}$ and $\gamma_{n}$ to be complex (and we only require $\operatorname{Re} \gamma_{n}^{2}>0$ ), as we find that to fit the function $f_{3}(x)$ with purely real parameters, assumed in Eq. (43), turns out to be numerically demanding, especially for very large fugacities $z \gg 1$. This extended class of functions incorporates exponentially decaying trigonometric functions, which can fit the initial plateau of $f_{3}(x)$ substantially more accurately and with fewer resources than real exponentials. Importantly, the collision integrals in Eqs. (34)-(38) can still be expressed analytically within this new representation. In what follows, we will refer to the model in Eq. (56) as complex GMM (cGMM). We finally remark that to get an approximation for $n_{\mathrm{F}}(z, p)$ for any $1 \leq z \leq z_{\max }$, one can use Eq. (47) and Eqs. (53)(54), with the only difference that the corresponding coefficients are now complex.

Since the function $f_{3}(x)$ is real, we consider $M_{0}$ complex conjugate pairs so that we now have $4 \times M_{0}$ fitting parameters. Figure 3(c) summarizes the results of cGMM fits: we find that the absolute fermionic error $\mathcal{L}_{\mathrm{F}}$, defined similarly as above, of the fit at $z_{\max }=10^{5}$ can be reduced to $\sim 10^{-8}$ with only about $M_{0}=21$ Gaussian pairs. As we show in the inset of Fig. 3(c), this error $\mathcal{L}_{\mathrm{F}}$ decreases with increasing $M_{0}$. However, there are regions where $\mathcal{L}_{\mathrm{F}}$ plateaus at some values, meaning that the addition of new Gaussian pairs does not improve the quality of the fit, which could possibly be improved by using better initialization of the fitting parameters - we leave this issue to future work. Furthermore, this expectation is supported by the fact that a simple post-processing, where we remove as many redundant Gaussians as possible with subsequent re-optimization, gives a notably better result. specifically, we obtain the target precision $\mathcal{L}_{\mathrm{F}} \leq 10^{-7}$ at $z_{\max }=10^{5}$ with only $M_{0}=17$ complex conjugate Gaussian pairs.

## D. Summary of the section

We have numerically shown that one can achieve a highly accurate numerical representation of the equilibrium distribution functions using a mixture of Gaussians. Crucially, this representation makes the evaluation of collision integrals in Eqs. (34)-(38) numerically tractable, as
we further discuss below. The quality of such fits is controlled solely by the total number of Gaussians (complex Gaussian pairs) $M_{0}$ used in the fitting model. In our numerics, we first get self-consistent equilibrium distribution functions and then, for each real-space point $\boldsymbol{r}$, we obtain a GMM approximation following the procedures outlined in the preceding three subsections; the resulting absolute errors are ensured to be smaller than $10^{-7}$ in all regimes that we investigate in the remainder of the paper.

We have also shown that not only the GMM dramatically outperforms the truncated Taylor series approximation, its complex analogue, cGMM, gives excellent fits in the regimes where the Taylor series expansion is not even available. Since only a few Gaussians are needed to get outstanding-quality fits, it renders calculations of the collision integrals numerically efficient and accurate.

The developed here approach is the central technical result of this paper, as it allows one to study a broad class of quantum many-body systems describable within some Boltzmann equation. In the following section, motivated by the most recent cold-atom experiments, we apply this framework to investigate monopole and quadrupole collective modes of a trapped Bose-Fermi mixture.

We note in passing that a cautious reader might argue that our framework applies specifically to systems with contact $s$-wave interactions. Indeed, when interactions are explicitly non-local, the resulting Hartree-Fock self-energies, which enter into the equilibrium distribution functions through the self-consistency Eq. (13), can become momentum-dependent. In general, this makes the equilibrium forms in Eqs. (44) and (50) no longer applicable. While the full equilibrium distribution functions are generically more complicated, we expect that they still can be accurately approximated by the GMM or cGMM, upon a straightforward extension of our optimization routines.

## IV. COLLECTIVE MODES OF A TRAPPED BOSE-FERMI MIXTURE

The formalism developed in the preceding two sections enables us to efficiently evaluate all of the method-ofmoment matrices in Eq. (25) for three-dimensional systems. With the GMM and cGMM representations of the equilibrium distribution functions, the multidimensional collision integrals no longer constitute computational obstacles. In practice, however, actual calculations turn out to be quite cumbersome, and, for this reason, detailed derivations, as well as our hybrid numerical-analytical scheme for the collision integrals, are relegated to Appendices A and B. In Appendix C, we present a series of benchmarks and applications of the collision integral calculations, for various physical systems of interest.

Equipped with the method of moments, we turn to investigate the collective modes of a quantum Bose-Fermi mixture trapped in a cigar-shaped optical potential. In

Sec. IV A, we first briefly discuss the choice of basis functions and model parameters. Our main findings are then split into three parts: In Sec. IV B, we study a singlecomponent interacting bosonic fluid, with the primary result being the crossover from the collisionless regime to collision-dominated hydrodynamics. The physics of the quantum mixture, when both fluids are present and interact with each other, is rich so that we consider two limiting situations: the case of dilute fermions $N_{\mathrm{F}} \ll N_{\mathrm{B}}$, further refereed to as the impurity regime, is studied in Sec. IV C, and the case with $N_{\mathrm{F}} \simeq N_{\mathrm{B}}$, the mixture regime, is discussed in Sec. IV D. There we explore coherent mixing between the bosonic and fermionic monopole modes, their dampening due to incoherent scatterings, and the emergent hydrodynamics characterized by synchronization of the bosonic and fermionic responses.

## A. Basis functions and model parameters

So far we have not made any assumptions about the trapping potentials or the basis functions $\phi_{\alpha}(\boldsymbol{r}, \boldsymbol{p})$. Below we consider cigar-shaped traps with cylindrical symmetry. In this case, the external trap modulations and the generated by this perturbation responses will have the same $z$-axis symmetry. This allows us to classify the collective modes and efficiently choose the corresponding basis functions $\phi_{\alpha}(\boldsymbol{r}, \boldsymbol{p})$ - see Ref. [24] for a related discussion in two-dimensional pancake-like geometry. In what follows, we investigate two types of collective excitations corresponding to the radial breathing monopole mode [Fig. 4a] and to the quadrupole mode [Fig. 5a].

The monopole mode represents an excitation with zero $z$-axis angular momentum, allowing one to restrict the analysis to the following basis functions:

$$
\begin{equation*}
\phi_{\alpha}(\boldsymbol{r}, \boldsymbol{p})=\rho^{2 m_{\alpha}} p_{\rho}^{2 n_{\alpha}}\left(\boldsymbol{\rho} \cdot \boldsymbol{p}_{\rho}\right)^{k_{\alpha}} \times z^{2 p_{\alpha}} p_{z}^{2 q_{\alpha}}\left(z p_{z}\right)^{r_{\alpha}} \tag{57}
\end{equation*}
$$

Here $m_{\alpha}+n_{\alpha}+k_{\alpha}+p_{\alpha}+q_{\alpha}+r_{\alpha} \leq M, r_{\alpha}=\{0,1\}$, and $M$ sets the truncation order. At first order, we have 7 functions $\left\{1, \rho^{2}, p_{\rho}^{2}, \boldsymbol{\rho} \cdot \boldsymbol{p}_{\rho}, z^{2}, p_{z}^{2}, z p_{z}\right\}$, and this simplified choice of basis functions was shown to perfectly capture the monopole mode of a classical gas [75]. Specifically, since this gas follows the Boltzmann-Maxwell distribution, one can evaluate all of the method-of-moments matrices analytically, and the result of such an analysis agrees well with more precise molecular-dynamics simulations [75]. Besides, the results of Ref. [75] helped us test our collision integral computations - see Appendix C. The situation we consider here, of a quantum system with more complicated distribution functions, is much more challenging and likely not feasible analytically because of the complexity of the collision integral matrix elements. We provide expressions for all of the monopole matrices, for arbitrary $M \geq 1$, in Appendix A. Below we investigate the monopole spectral function, which for bosons is defined as:

$$
\begin{equation*}
\mathcal{A}_{\rho^{2}}^{\mathrm{B}}(\omega)=-\frac{1}{N_{\mathrm{B}}} \operatorname{Im}\left\{\chi_{\rho^{2}}^{\mathrm{B}}(\omega)\right\}, \tag{58}
\end{equation*}
$$

where $\chi_{\rho^{2}}^{\mathrm{B}}(t) \equiv\left(\left\langle\rho^{2}\right\rangle_{t}-\left\langle\rho^{2}\right\rangle_{t=0}\right)$ is the response of the transverse bosonic cloud size to a trap modulation of the form: $\delta U_{\mathrm{B}}(t) \propto \rho^{2} \delta(t)$. Analogous spectral function can be introduced for fermions as well, but we return to this below.

The quadrupole mode is generated by a perturbation of the type $\delta U_{\mathrm{B} / \mathrm{F}} \sim\left(x^{2}-y^{2}\right)$, and the corresponding basis functions are given by $\xi_{i=1,2,3}(\boldsymbol{r}, \boldsymbol{p}) \times \phi_{\alpha}(\boldsymbol{r}, \boldsymbol{p})$, where

$$
\begin{equation*}
\xi_{1}=x^{2}-y^{2}, \quad \xi_{2}=x p_{x}-y p_{y}, \quad \xi_{3}=p_{x}^{2}-p_{y}^{2} \tag{59}
\end{equation*}
$$

We note that $2\left(\boldsymbol{\rho} \cdot \boldsymbol{p}_{\rho}\right) \times \xi_{2}=p_{\rho}^{2} \xi_{1}+\rho^{2} \xi_{3}$, implying that a function proportional to $\left(\boldsymbol{\rho} \cdot \boldsymbol{p}_{\rho}\right) \times \xi_{2}$ should be removed from this basis set since it can be represented as a linear superposition of the rest of the basis functions [24]. For instance, this means that for $M=1$ we have only 20 functions. In Appendix B, we analytically evaluate all of the corresponding matrices entering the linearized kinetic equations, and the resulting expressions are then used in our numerical simulations. The quadrupole spectral function for bosons is defined as:

$$
\begin{equation*}
\mathcal{A}_{x^{2}-y^{2}}^{\mathrm{B}}(\omega)=-\frac{1}{N_{\mathrm{B}}} \operatorname{Im}\left\{\chi_{x^{2}-y^{2}}^{\mathrm{B}}(\omega)\right\}, \tag{60}
\end{equation*}
$$

where $\chi_{x^{2}-y^{2}}^{\mathrm{B}}(t) \equiv\left(\left\langle x^{2}\right\rangle_{t}-\left\langle y^{2}\right\rangle_{t}\right)$ encodes the quadrupole response of the bosonic cloud to a trap modulation of the form: $\delta U_{\mathrm{B}}(t) \propto\left(x^{2}-y^{2}\right) \delta(t)$.

Let us now briefly comment on the validity of the Boltzmann equation to describe the Bose-Fermi mixture. We need to check two conditions: 1) characteristic range of the inter-particle interactions is smaller than the typical travel distance between collisions; 2) it is sufficient to use scattering length to describe the low-energy part of the scattering amplitude, $f(k)=-a$, and neglect the full momentum dependence of $f(k)$. The lower bound on the travel distance is given by the distance between the atoms. Hence the former condition is guaranteed provided that the distance between bosons (which we always take to be denser than fermions) is larger than both scattering lengths. To discuss the second condition we recall that in three spatial dimensions the $s$-wave scattering amplitude can be written as [83, 84]:

$$
\begin{equation*}
f(k)=-\frac{1}{a^{-1}+i k-\frac{1}{2} r_{0} k^{2}}, \tag{61}
\end{equation*}
$$

where $k$ is the relative wave vector of the scattering particles, $a$ is the scattering length, and $r_{0}$ is the effective range of interactions. The use of the Born-Markov approximation for the collision integrals is fully justified if one can neglect the momentum dependence of $f(k)$, i.e., one requires $k a \lesssim 1$. If one uses $k=n^{1 / 3}$ as the typical momentum set by the interparticle separation at low temperatures, then we find that both conditions for the validity of the Boltzmann approach are satisfied provided that $a_{\mathrm{B}} \lesssim 2 \times 10^{4} a_{0}$, with $a_{0}$ being the Bohr radius. For this estimate, we used the bosonic density at the center of the trap, $N_{\mathrm{B}}=10^{6}$, and parameters of the MIT experiment [12] on a ${ }^{40} \mathrm{~K}-{ }^{23} \mathrm{Na}$ mixture: $\omega_{z}=2 \pi \times 12.2 \mathrm{~Hz}$,
$\omega_{\rho}=2 \pi \times 97 \mathrm{~Hz}$, and $\lambda \approx 2.4$. If instead one considers the thermal momentum $k \simeq \sqrt{m T}$, then $a_{\mathrm{B}} \lesssim 4 \times 10^{5} a_{0}$ for $T \simeq 500 \mathrm{nK}$ (for comparison, the mean-field transition temperature is $T_{c} \approx 220 \mathrm{nK}$ ). The thermal momentum constraint becomes more essential at higher temperatures, away from the quantum regime. In our numerical analyses below, we, therefore, restrict ourselves to $\left|a_{\mathrm{B}}\right|,\left|a_{\mathrm{BF}}\right| \leq 10^{4} a_{0}$. In Appendix C, we discuss that our approach can be directly applied to systems with ultrastrong interactions, where one is required to keep the full $k$-dependence of the scattering amplitude.

## B. One-component interacting fluid

We begin by investigating a single-component bosonic fluid, i.e., for now, we assume that there are no fermions. Figure 4 summarizes our results for the monopole mode in this case. We find that when the coupling $g_{\mathrm{B}}$ (or equivalently $a_{\mathrm{B}}$ ) is weak, the fluid behaves as a non-interacting Bose gas, and, as such, the monopole spectral function $\mathcal{A}_{\rho^{2}}(\omega)$ exhibits a sharp peak in frequency at $\omega=2 \omega_{\rho}$. This regime is further referred to as collisionless [Fig. 4c]. Upon increasing $a_{\mathrm{B}}$ (using, for instance, a magnetic Feshbach resonance), we first observe that the resonance in $\mathcal{A}_{\rho^{2}}(\omega)$ becomes dramatically broader [Fig. 4d] - the intuition behind this behavior is that the fluid can no longer be considered as non-interacting, since various sound-like excitations of the system mix and, as such, can broaden the signal. Remarkably, however, upon further increase of $a_{\mathrm{B}} \gtrsim 5 \times 10^{3} a_{0}$, this peak reforms at a notably different frequency, and it becomes sharper with $a_{\mathrm{B}}$ [Fig. 4e]. We interpret this result as the system entering the hydrodynamic regime. Interactions are so strong in this regime that the collective response of the fluid to a slow macroscopic perturbation is described via dynamics where the system is locally always in equilibrium. Let us also remark that the width of the monopole mode in the hydrodynamic regime [Fig. 4f] is related to the viscosity of the fluid. In other words, by measuring collective modes in optical traps, one can extract information about transport coefficients [59, 62, 85-95], and the method we have developed here enables one to accurately evaluate them and compare to such experiments. As a concrete demonstration of this capability of our approach, we analyse in Appendix C the shear viscosity of a two-component strongly-interacting Fermi fluid.

Noteworthy, we find that when the interactions are strong [Fig. $4 \mathrm{~d}, \mathrm{e}$ ], the spectral function $\mathcal{A}_{\rho^{2}}(\omega)$ exhibits an additional weak resonance at $\omega \simeq 2 \omega_{z}$. This resonance comes from the longitudinal monopole mode, which is far detuned from the transverse one for strongly anisotropic cigar-shaped traps with $\kappa \ll 1$. The two modes mix with each other for $a_{\mathrm{B}} \neq 0$, explaining the appearance of the longitudinal resonance even when the trap perturbation is transverse.

Figure 5 summarizes our results for the quadrupole mode in an interacting bosonic fluid. Here we also find


FIG. 4. Collisionless-to-hydrodynamics crossover in a singlecomponent bosonic fluid, the case of monopole mode schematically shown in (a). (b) The bosonic spectral response $\mathcal{A}_{\rho^{2}}$ as a function of frequency $\omega$ and for different interaction strengths, as encoded in $a_{\mathrm{B}}$. When the Bose-Bose interactions are weak, one gets a sharp response at $\omega \simeq 2 \omega_{\rho}$; as $a_{\mathrm{B}}$ is increased, the system starts to exhibit a many-body hydrodynamic response, as evidenced by the fact that first, the spectral function completely broadens but then reforms again into a sharp peak at a frequency notably different from $2 \omega_{\rho}$ [see also a few cuts shown in (c, d,e)]. This is further illustrated in (f) as the behavior of the position $\Omega_{\text {mon }}$ and width $\Gamma_{\text {mon }}$ of the peak in (b), obtained from a single Lorentzian fit. In the hydrodynamic regime, transverse and longitudinal monopole modes mix, resulting in the emergence of an additional weak peak at the longitudinal frequency $\omega \simeq 2 \omega_{z}$ (e). Parameters used: $\omega_{z}=2 \pi \times 12.2 \mathrm{~Hz}, \omega_{\rho}=2 \pi \times 97 \mathrm{~Hz}, T=500 \mathrm{nK}, N_{\mathrm{B}}=10^{6}$, and $M=2$.
a similar collisionless-to-hydrodynamics crossover in the parameter range consistent with the above discussion. In the collisionless regime, the quadrupole spectral function $\mathcal{A}_{x^{2}-y^{2}}(\omega)$, similarly to $\mathcal{A}_{\rho^{2}}(\omega)$, also exhibits a resonance at $\omega \simeq 2 \omega_{\rho}$. Interestingly, as the hydrodynamic regime is approached, the quadrupole resonance red-shifts to a frequency notably different from the corresponding monopole peak. Typically, in cold-atom experiments, trapping potentials may be anisotropic, which gives rise to a weak mixing between the monopole and quadrupole modes - this feature might facilitate experiments, as these modes can be seen in a single measurement. Indeed, upon tuning the temperature or interaction strength, one could observe how the two modes, that are almost degenerate in the collisionless regime, split from each other in the hydrodynamic one. Another in-

FIG. 5. The same analysis as in Fig. 4 but for the quadrupole mode. (b) The quadrupole spectral function $\mathcal{A}_{x^{2}-y^{2}}(\omega)$, similarly to $\mathcal{A}_{\rho^{2}}(\omega)$, exhibits a crossover from the collisionless regime, $a_{\mathrm{B}} \lesssim 10^{3} a_{0}$, to a hydrodynamic one, $a_{\mathrm{B}} \gtrsim 5 \times 10^{3} a_{0}$. Just as it was for the monopole case, for weak interactions, the function $\mathcal{A}_{x^{2}-y^{2}}(\omega)$ peaks in frequency at $\omega \simeq 2 \omega_{\rho}$. As the interactions are increased, this peak first significantly broadens [this broadening is much stronger compared to the one seen in the crossover regime for the monopole mode in Fig. 4] and then reforms at around $\omega \simeq \sqrt{2} \omega_{\rho}$ - this frequency is notably different from the corresponding monopole resonance in the hydrodynamic regime.
teresting aspect of the quadrupole mode is that it is much broader than the monopole one [see Fig 5f]. This has to do with the fact that the phase space, associated with the scattering processes that contribute to the quadrupole linewidth, is significantly larger than the corresponding phase space associated with the monopole mode.

To sum up, we conclude that the overall behavior of the monopole and quadrupole modes is qualitatively similar to each other, except the lifetime of the quadrupole mode can be significantly shorter. For this reason, when considering the Bose-Fermi mixture below, we focus on the monopole mode.

## C. Impurity regime $N_{\mathrm{F}} \ll N_{\mathrm{B}}$

Our analysis of the Bose-Fermi mixture starts from the limit of dilute fermions $N_{\mathrm{F}} \ll N_{\mathrm{B}}$. In this case, the bosonic response is barely affected by the presence of fermions, allowing us to focus on the fermionic spectral function.


FIG. 6. Monopole modes in the impurity regime $N_{\mathrm{F}}=10^{-2} N_{\mathrm{B}} \ll N_{\mathrm{B}}$. Effectively, the Bose-Fermi mixture represents a system of coupled harmonic oscillators, where the trap modulation launches both the bosonic and fermionic monopole modes, coupled to each other for $a_{\mathrm{BF}} \neq 0$. We consider two types of driving protocols in (a) and (b). The experimental situation would correspond to the scenario I in (a), where the trap modulation perturbs both the bosonic and fermionic traps, in turn directly launching the two modes simultaneously. In the scenario II of (b), the trap modulation couples directly only to the fermionic monopole mode, which then can excite the bosonic one. The bosons remain largely unaffected by the dilute fermions, and, for this reason, we focus here on the fermionic spectral responses. The coherent mixing between the two types of monopole modes competes with the broadening of the fermionic resonance, as the dilute fermions can easily scatter off the bosons - this is illustrated in panels ( l ) and ( k ) [corresponding to the scenario II], where the sharp in frequency fermionic peak for $a_{\mathrm{BF}}=0$ (l) becomes much broader for $a_{\mathrm{BF}}=-500 a_{0}(\mathrm{k})$, yet the coupling to the bosonic resonance remains barely notable in (k). Upon further increasing the interaction strength $\left|a_{\mathrm{BF}}\right|$, panels (1)-to-(h), the fermionic resonance has largely disappeared, while the bosonic contribution from the back-action of the bosonic cloud becomes notable. In addition to the bosonic resonance, we observe weak sidebands that originate from the longitudinal monopole modes and their mixing with the transverse ones (see text). In the scenario I (a), the optical modulation directly launches the bosonic monopole mode, leading to an interplay between the aforementioned fermionic broadening and coherent driving from the bosonic cloud. This is illustrated in panels (g)-to-(c), as the fermionic resonance becomes weaker and broader until it is completely gone, while the mixing with the bosonic monopole mode quickly becomes strong and completely dominates the fermionic response for large $\left|a_{\mathrm{BF}}\right|$. We note characteristic Fano interference profiles that come from the coherent mixing between the two types of monopole modes. For concreteness, here we showed the results for $a_{\mathrm{B}}=0$, meaning that bosons are collisionless, but we emphasize that similar conclusions hold for other regimes.

For $a_{\mathrm{BF}}=0$, i.e., when the two fluids are not coupled to each other and the fermionic gas is non-interacting, fermions behave similar to bosons in the collisionless regime studied in the preceding subsection, except now the fermionic response picks up a resonance at $\Omega_{\text {mon }}^{\mathrm{F}}=$ $2 \omega_{\rho}^{\mathrm{F}}$ [Fig. 6(g),(l)]. This fermionic monopole frequency is generically different from the bosonic one because of the difference in masses $m_{\mathrm{F}} / m_{\mathrm{B}} \approx 40 / 23$ and also because we choose $\lambda \approx 2.4$, encoding the fact that in the MIT experiment [12], the trapping potentials for bosons and fermions are different. As such, the Bose-Fermi mixture effectively represents a three-level system shown in Fig. 6(a),(b). In this sense, trap perturbations act as if
they excite the two monopole modes, which are coupled to each other for $a_{\mathrm{BF}} \neq 0$.

We consider two trap modulations shown in Fig. 6(a),(b). The scenario I in Fig. 6(a) corresponds to an experiment where the trap perturbation simultaneously affects the bosonic and fermionic traps clouds and, as such, directly launches the two monopole modes. The respective fermionic response $A_{\rho^{2}}^{\mathrm{F}}(\omega)$ exhibits two key features. First, as the interaction strength $\left|a_{\mathrm{BF}}\right|$ is increased, the fermionic resonance at $2 \omega_{\mathrm{F}}$ quickly becomes broad and weak, until it is no longer observable at large $\left|a_{\mathrm{BF}}\right|$. At the same time, $A_{\rho^{2}}^{\mathrm{F}}(\omega)$ acquires an additional contribution from the bosonic
resonance, which eventually dominates the fermionic response. Second, for intermediate interactions, which are strong enough so that the bosonic spectral weight is appreciable but not too strong so that the fermionic peak is still sharp, we find coherent mixing between the bosonic and fermionic monopole modes. The spectral lines, even for large $\left|a_{\mathrm{BF}}\right|$, acquire characteristic Fano interference profiles typical of a system of coherently coupled harmonic oscillators [96]. A prerequisite for observing such profiles is that one of the excited states should be relatively long-lived. This suggests that the bosonic fluid should be either collisionless or hydrodynamic - this aspect will become clearer when we discuss the mixture regime below.

The fermionic behavior at large $\left|a_{\mathrm{BF}}\right|$ is understood as the interplay between coherent driving from the bosons and incoherent broadening of the fermionic resonance. Indeed, as $\left|a_{\mathrm{BF}}\right|$ is increased, the dilute fermions can easily scatter off the relatively dense bosons, explaining the eventual disappearance of the fermionic resonance. Simultaneously, the bosonic monopole mode, which has been directly excited by the trap perturbation, acts as a coherent drive to the fermions and, as such, dominates the fermionic response.

This physical picture is further supported by the scenario II in Fig. 6(b), where the trap modulation directly launches only the fermionic monopole mode, which then can excite the bosonic one. The corresponding spectral function $\tilde{A}_{\rho^{2}}^{\mathrm{F}}(\omega)$ shows that by increasing $\left|a_{\mathrm{BF}}\right|$ from zero to $500 a_{0}$ [Fig. 6(l),(k)], the fermionic resonance becomes dramatically broader, whereas the mixing with the bosonic resonance is barely observable. This is because the collision integral, which determines the linewidth of the fermionic resonance, scales as $a_{\mathrm{BF}}^{2}$, whereas the (mean-field) coherent coupling to bosons is only linear. Remarkably, upon further increasing $\left|a_{\mathrm{BF}}\right|$, the fermionic response becomes so broad in frequency that it has negligible spectral overlap with the initial sharp fermionic resonance. One could even be tempted to argue that as evidenced by this density-density-like response function, the fermion is essentially gone. Such a statement, however, is not entirely correct because the fermion still remains a well-defined quasiparticle, describable within the Landau Fermi-liquid theory that we employ here.

In principle, the fermionic response can become sharp again for larger values of $\left|a_{\mathrm{BF}}\right|$, i.e., upon entering the hydrodynamic regime. For dilute fermions, the values required for this are so large that we do not even consider this possibility. Such a situation can occur for reasonable parameters if the fermionic density is appreciable, as we discuss in the following subsection.

Besides this dramatic broadening of the fermionic resonance at large $\left|a_{\mathrm{BF}}\right|$, the spectral function $\tilde{A}_{\rho^{2}}^{\mathrm{F}}(\omega)$ also acquires a notable contribution from the bosonic resonance. To understand the physical picture, we note that the optical modulation launches the fermionic monopole mode, that is essentially featureless in frequency. Subsequently, this broadband fermionic mode drives the bosonic one,
and the back-action from this long-lived excitation in turn gives rise to the relatively sharp bosonic feature in $\tilde{A}_{\rho^{2}}^{\mathrm{F}}(\omega)$. Notably, we find that $\tilde{A}_{\rho^{2}}^{\mathrm{F}}(\omega)$ also displays weak Stokes and anti-Stokes sidebands near the bosonic resonance. The higher energy sideband has frequency close to $\Omega_{\text {mon }}^{\mathrm{B}}+2 \omega_{z}^{\mathrm{F}}$, which is due to a process where one quantum of the transverse bosonic mode and one quantum of the longitudinal fermionic mode are both being excited. The lower sideband has frequency close to $\Omega_{\text {mon }}^{\mathrm{B}}-2 \omega_{z}^{\mathrm{F}}$ and corresponds to a process where one quantum of the transverse bosonic mode is being excited and one quantum of the longitudinal fermionic mode is being depopulated. Both types of processes are possible for the thermal equilibrium state, the longitudinal and transverse monopole modes can mix for $a_{\mathrm{BF}} \neq 0$, as it was in Fig. 4, and, as such, the system seems to exhibit two additional welldefined collective modes, which manifest in the fermionic response through the same back-action mechanism as for the bosonic monopole mode. These sidebands, together with the Fano interference profiles discussed above, indicate that the Bose-Fermi mixture is expected to give rise to prominent and tunable nonlinearities - this exciting research direction is left for future work.

## D. Mixture regime $N_{\mathrm{F}} \simeq N_{\mathrm{B}}$

We finally turn to investigate the mixture regime where the fermionic density is comparable to the bosonic one $\left(N_{\mathrm{F}} \simeq N_{\mathrm{B}}\right)$.

Figure 7 summarizes our results for the case with the bosons being nominally collisionless $a_{\mathrm{B}}=50 a_{0}$. We find that a small interaction strength $\left|a_{\mathrm{BF}}\right| \lesssim 10^{3} a_{0}$ gives rise to both incoherent broadenings of otherwise sharp bosonic and fermionic resonances and coherent mixing between them. For larger interaction strengths, $10^{3} a_{0} \lesssim\left|a_{\mathrm{BF}}\right| \lesssim 2 \times 10^{3} a_{0}$, the incoherent part starts to dominate, and the spectral functions appear as rather featureless distinct Lorentzians. At even stronger interactions and in contrast to the impurity regime discussed above, the system becomes hydrodynamic. Both Lorentzians become narrower and they merge into a single, rather than two distinct, resonance - an effect we refer to as mode locking. This synchronization effect represents a hallmark of the hydrodynamic regime of the Bose-Fermi mixture as a whole.

Similar results hold for the case where bosons are nominally hydrodynamic $a_{\mathrm{B}}=5 \times 10^{3} a_{0}$, as summarized in Fig. 8. Remarkably, when the interaction $\left|a_{\mathrm{BF}}\right| \lesssim 600 a_{0}$ is not too strong, we now observe that the coherent mixing is between the collisionless fermionic monopole mode and truly many-body hydrodynamic bosonic mode. We also find that the incoherent scatterings play a role and become dominant in the crossover region, where the two response function appear as two broad Lorentzians. Even the bosonic hydrodynamic mode becomes broader with increasing $\left|a_{\mathrm{BF}}\right|$ in this region. Finally, as $\left|a_{\mathrm{BF}}\right|$ is further increased, the Bose-Fermi mixture enters the hydro-


FIG. 7. Monopole modes in the mixture regime $N_{\mathrm{F}}=N_{\mathrm{B}}$, with bosons being nominally collisionless $a_{\mathrm{B}}=50 a_{0}$. When the Bose-Fermi coupling is not too strong, $\left|a_{\mathrm{BF}}\right| \lesssim 10^{3} a_{0}$, we find that the bosonic and fermionic monopole modes exhibit both coherent mixing with each other and incoherent broadening of the respective resonances. For stronger interactions, $10^{3} a_{0} \lesssim\left|a_{\mathrm{BF}}\right| \lesssim 2 \times 10^{3} a_{0}$, each of the spectral functions displays a single Lorentzian behavior, meaning that the coherent mixing between the two monopole modes is no longer observable - this regime can be associated with the crossover region. Notably, as $\left|a_{\mathrm{BF}}\right|$ is further increased, the system turns into the hydrodynamic regime, where not only the two Lorentzians become sharper, as it was in Fig. 4, they also merge to have the same frequency - an effect referred to as mode locking.
dynamic regime as a whole, characterized by the aforementioned mode locking and sharpening of the response functions.

## V. CONCLUSION AND OUTLOOK

Our work elucidates the collective near-equilibrium dynamics of quantum Bose-Fermi mixtures in trapped cold atom systems. We analyze linear responses of the system to changes in the confining potential and find that they differ dramatically depending on the parameter regimes. We observe several non-trivial phenomena, including coupling and interference between bosonic and fermionic collective modes, strong damping of these modes, and the emergence of hydrodynamics in the strongly interacting regime. For intermediate and strong interactions, we observe appreciable mode mixing, manifesting, for in-


FIG. 8. The same analysis for the mixture regime $N_{\mathrm{F}}=N_{\mathrm{B}}$ as in Fig. 7 but now bosons are nominally hydrodynamic $a_{\mathrm{B}}=5000 a_{0}$. Quite remarkably, for $\left|a_{\mathrm{BF}}\right| \lesssim 600 a_{0}$, we find that the collisionless fermions display coherent mixing with the hydrodynamic bosonic mode. A bit unusual is that this latter mode also exhibits initial broadening as the interaction strength $\left|a_{\mathrm{BF}}\right|$ is increased. The rest of the results qualitatively follow those in Fig. 7, including eventual mode locking characteristic of the hydrodynamic regime of the mixture as a whole.
stance, as the appearance of a longitudinal monopole resonance even when the optical perturbation is transverse. In the dilute fermion limit, the bare fermionic resonances quickly become featureless in frequency upon increasing the boson-fermion coupling strengths, which is reminiscent of the physics of Bose polarons. When bosonic and fermionic densities are comparable and interactions are strong enough to make the mixture hydrodynamic, we find mode locking between the bosonic and fermionic responses. Remarkably, we also observe coherent mode mixing even when bosons are hydrodynamic and fermions are collisionless. The coherent mode mixing effects we uncover between longitudinal and transverse monopole modes, manifesting as Fano interference profiles and the emergence of the Stokes and anti-Stokes sidebands, indicate that Bose-Fermi mixtures should exhibit strong and tunable nonlinearities. While nonlinear effects are beyond the linearized Boltzmann framework analyzed here, they are a promising direction for future inquiry. Such non-linearities can potentially be used to explore analogues of non-linear optical phenomena using collective excitations rather than $\Lambda$-like atomic
gases [96, 97]. Potential applications include generating single and two mode squeezing [98], entangling different collective modes [99], and achieving reflections with phase conjugation [100].

Analysis of the dynamics of the cold atomic BoseFermi mixture was made possible by the GMM-MoM developed here. This method allows one to efficiently compute the linear-response properties, including the collective modes and transport coefficients, of a large range of quantum many-body systems that are describable within the framework of the Boltzmann equation. While this work focuses on a spatially-inhomogeneous 3D system, our approach will also accelerate investigations of salient 2D systems. Examples of phenomena in such systems that require further elucidation include electron hydrodynamics in vdW semiconductors, spin transport in bernal graphene, and the collisionless-to-hydrodynamic crossover in pancake-like dipolar gases [24, 101-104]. The tables of GMM fits to equilibrium distribution functions we provide are generic and can be directly applied to a broad class of interesting many-body systems [13].

While the trapped cold-atom mixture we analyzed in this work has particle-conserving scattering processes, particle non-conserving collisions are also ubiquitous in solid-state and cold-atom platforms. Such processes are natural for systems containing phonons, magnons, and photons. Particle non-conserving collision integrals, however, are usually much simpler compared to the particleconserving ones considered in this work and therefore are expected to be straightforwardly tractable using the same GMM-MoM approach. An additional step would be required to treat systems that have explicitly non-local (but spherically symmetric) interactions such as those generated by screened Coulomb or dipolar forces. Systems with pure Coulomb interactions may need to be modeled with Boltzmann-Vlasov equations; we expect that our approach facilitates analysis of such models as well. The GMM representaion of the distribution functions may not reduce the collision integrals to fully analytical expressions in these cases, unlike the contact $s$-wave interaction in the cold atom mixture considered here. This representation would still, however, dramatically simplify the collision integral, reducing it to a low-dimensional one that can easily be computed numerically using limited computational resources.

There are two generalizations of the GMM-MoM approach that may increase its efficiency. For systems that are spatially inhomogeneous, such as optically-trapped cold atomic gases similar to those considered in this work, one may extend the GMM to an ansatz that encodes the full dependence of the equilibrium distribution functions on both real-space and momentum coordinates. This will further facilitate calculations of the collision integrals. Additionally, one may try mixture models composed of functions other than Gaussians that still allow simplification of the collision integral via Wick's theorem. Possible options include poly-Gaussian functions, composed of a sum of polynomials multiplied by a Gaussian, and
error functions. Both of these ansatzes still enable semianalytical computation of the collision integrals and may prove advantageous, for example, in the analysis of dense fermionic systems.

Aside from these simple generalizations, there are three non-trivial promising extensions of our GMMMoM framework. Firstly, one can try to use a GMM with time-dependent Gaussians to investigate the far-from-equilibrium dynamics of quantum many-body systems. This approach would apply to systems which can be modeled using a Boltzmann equation with timedependent distribution functions. If such a timedependent GMM-MoM proves accurate, it would enable significant progress in several open topics in modern physics. Examples include the behavior of nonequilibrium many-body steady-states, with applications to spintronics devices and field-effect transistors essential for classical computer hardware, fundamental questions about turbulence and hydrodynamics, and the phenomenology of light-induced phases of matter such as light-induced superconductivity and magnetism. Secondly, the Fano interference profiles and Stokes and anti-Stokes sidebands we find in the Bose-Fermi mixture studied here motivates the extension of the GMM-MoM framework to include nonlinear effects. Such an extension would facilitate analysis of the non-linear electrodynamics of correlated materials, allowing, for example, study of the temperature dependence of photocurrents in photovoltaic semiconductors or analysis of second or third harmonic generation in systems such as striped cuprate semiconductors which exhibit intertwined order parameters [105-110]. Finally, we can try to extend the GMMMoM framework to strongly-correlated systems beyond Landau Fermi liquids which are describable using a Boltzmann equation. Such an extension would necessitate a Gaussian mixture ansatz on the level of Green's functions rather than on the single-particle distribution functions at the heart of the Boltzmann model. Generalizing the GMM-MoM in this way would enable the analysis of non-Fermi liquids, which are believed to be the key to understanding strongly-correlated phases of matter.

Our work opens the door to rigorous theoretical investigation of many fundamental and technologicallyimportant quantum many-body systems describable by Boltzmann equations which have previously evaded analysis. Furthermore, extensions of the method may provide an additional tool to analyze quantum many-body systems that are out-of-equilibrium, manifest non-linear behavior, or are strongly-correlated.

## ACKNOWLEDGEMENTS

The authors would like to thank N. Leitao, M. Babadi, M. Lukin, A. Rubio, S. Sachdev, P. Narang, A. Tarkhov, A. Atanasov, P. Volkov, I. Esterlis and M. Hafezi for fruitful discussions. The work of P.E.D. was sponsored by the Army Research Office and was accomplished under Grant

Number W911NF-21-1-0184. K.S. acknowledges funding from NSF EAGER-QAC-QCH award No. 2037687. E.D. acknowledges support from ARO grant number W911NF-20-1-0163, the SNSF project 200021_212899.
M. Z. acknowledges support from NSF, AFOSR MURI on Ultracold Molecules and the Vannevar Bush Faculty Fellowship.
[1] M. Kardar, Statistical Physics of Particles (Cambridge University Press, 2007).
[2] L. P. Pitaevskii and E. Lifshitz, Physical Kinetics: Volume 10, Vol. 10 (Butterworth-Heinemann, 2012).
[3] L. M. Morgan, M. P. Mercer, A. Bhandari, C. Peng, M. M. Islam, H. Yang, J. Holland, S. W. Coles, R. Sharpe, A. Walsh, B. J. Morgan, D. Kramer, M. S. Islam, H. E. Hoster, J. S. Edge, and C.-K. Skylaris, Pushing the boundaries of lithium battery research with atomistic modelling on different scales, Progress in Energy 4, 012002 (2021).
[4] A. S. Jermyn, G. Tagliabue, H. A. Atwater, W. A. Goddard, P. Narang, and R. Sundararaman, Transport of hot carriers in plasmonic nanostructures, Phys. Rev. Mater. 3, 075201 (2019).
[5] B. Jackson and E. Zaremba, Modeling bose-einstein condensed gases at finite temperatures with n-body simulations, Phys. Rev. A 66, 033606 (2002).
[6] A. Griffin, T. Nikuni, and E. Zaremba, Bose-condensed gases at finite temperatures (Cambridge University Press, 2009).
[7] U. Vool, A. Hamo, G. Varnavides, Y. Wang, T. X. Zhou, N. Kumar, Y. Dovzhenko, Z. Qiu, C. A. C. Garcia, A. T. Pierce, J. Gooth, P. Anikeeva, C. Felser, P. Narang, and A. Yacoby, Imaging phonon-mediated hydrodynamic flow in wte2, Nature Physics 17, 1216 (2021).
[8] G. Varnavides, Y. Wang, P. J. W. Moll, P. Anikeeva, and P. Narang, Mesoscopic finite-size effects of unconventional electron transport in pdcoo ${ }_{2}$, Phys. Rev. Mater. 6, 045002 (2022).
[9] Y. Wang, G. Varnavides, R. Sundararaman, P. Anikeeva, J. Gooth, C. Felser, and P. Narang, Generalized design principles for hydrodynamic electron transport in anisotropic metals, Phys. Rev. Mater. 6, 083802 (2022).
[10] S. Chapman and T. G. Cowling, The mathematical theory of non-uniform gases: an account of the kinetic theory of viscosity, thermal conduction and diffusion in gases (Cambridge university press, 1990).
[11] J. M. Ziman, Electrons and phonons: the theory of transport phenomena in solids (Oxford university press, 2001).
[12] Z. Yan, P. B. Patel, B. Mukherjee, C. J. Vale, R. J. Fletcher, and M. Zwierlein, Thermography of the superfluid transition in a strongly interacting fermi gas (2023), arXiv:2212.13752 [cond-mat.quant-gas].
[13] P. Dolgriev and K. Seetharam, GMM-MoM (2023).
[14] K. Esfarjani, G. Chen, and H. T. Stokes, Heat transport in silicon from first-principles calculations, Phys. Rev. B 84, 085204 (2011).
[15] N. Mingo, D. A. Stewart, D. A. Broido, L. Lindsay, and W. Li, Ab initio thermal transport, in Length-Scale Dependent Phonon Interactions, edited by S. L. Shindé and G. P. Srivastava (Springer New York, New York, NY, 2014) pp. 137-173.
[16] A. Cepellotti and N. Marzari, Thermal transport in crystals as a kinetic theory of relaxons, Phys. Rev. X 6, 041013 (2016).
[17] G. Romano, Phonon transport in patterned twodimensional materials from first principles (2020), arXiv:2002.08940 [cond-mat.mes-hall].
[18] L. Fritz, J. Schmalian, M. Müller, and S. Sachdev, Quantum critical transport in clean graphene, Phys. Rev. B 78, 085416 (2008).
[19] M. Müller, L. Fritz, and S. Sachdev, Quantum-critical relativistic magnetotransport in graphene, Phys. Rev. B 78, 115406 (2008).
[20] S. Kryhin and L. Levitov, Collinear scattering and long-lived excitations in two-dimensional electron fluids, Phys. Rev. B 107, L201404 (2023).
[21] S. Kryhin and L. Levitov, Non-newtonian hydrodynamic modes in two-dimensional electron fluids (2023), arXiv:2305.02883 [cond-mat.str-el].
[22] K. S. Novoselov, A. Mishchenko, A. Carvalho, and A. H. C. Neto, 2 d materials and van der waals heterostructures, Science 353, aac9439 (2016), https://www.science.org/doi/pdf/10.1126/science.aac9439.
[23] F. J. Dyson, General theory of spin-wave interactions, Phys. Rev. 102, 1217 (1956).
[24] M. Babadi and E. Demler, Collective excitations of quasi-two-dimensional trapped dipolar fermions: Transition from collisionless to hydrodynamic regime, Phys. Rev. A 86, 063638 (2012).
[25] W. Li, J. Carrete, N. A. Katcho, and N. Mingo, Shengbte: A solver of the boltzmann transport equation for phonons, Computer Physics Communications 185, 1747 (2014).
[26] G. K. Madsen, J. Carrete, and M. J. Verstraete, Boltztrap2, a program for interpolating band structures and calculating semi-classical transport coefficients, Computer Physics Communications 231, 140 (2018).
[27] G. Varnavides, A. S. Jermyn, P. Anikeeva, and P. Narang, Nonequilibrium phonon transport across nanoscale interfaces, Phys. Rev. B 100, 115402 (2019).
[28] N. H. Protik and B. Kozinsky, Electron-phonon drag enhancement of transport properties from a fully coupled ab initio boltzmann formalism, Phys. Rev. B 102, 245202 (2020).
[29] N. H. Protik, C. Li, M. Pruneda, D. Broido, and P. Ordejón, The elphbolt ab initio solver for the coupled electron-phonon boltzmann transport equations, npj Computational Materials 8, 28 (2022).
[30] C. Ebner and D. O. Edwards, The low temperature thermodynamic properties of superfluid solutions of 3he in 4he, Phys. Rep. 2, 77 (1971).
[31] L. Viverit, C. Pethick, and H. Smith, Zero-temperature phase diagram of binary boson-fermion mixtures, Phys. Rev. A 61, 053605 (2000).
[32] H. Büchler and G. Blatter, Supersolid versus phase separation in atomic bose-fermi mixtures, Phys. Rev. Lett.

91, 130404 (2003).
[33] B.-J. Schaefer and J. Wambach, The phase diagram of the quark-meson model, Nuclear Physics A 757, 479 (2005).
[34] P. A. Lee, N. Nagaosa, and X.-G. Wen, Doping a mott insulator: Physics of high-temperature superconductivity, Rev. Mod. Phys. 78, 17 (2006).
[35] D. Ludwig, S. Floerchinger, S. Moroz, and C. Wetterich, Quantum phase transition in bose-fermi mixtures, Phys. Rev. A 84, 033629 (2011).
[36] G. Bertaina, E. Fratini, S. Giorgini, and P. Pieri, Quantum monte carlo study of a resonant bose-fermi mixture, Phys. Rev. Lett. 110, 115303 (2013).
[37] J. J. Kinnunen and G. Bruun, Induced interactions in a superfluid bose-fermi mixture, Phys. Rev. A 91, 041605 (2015).
[38] B. Keimer, S. A. Kivelson, M. R. Norman, S. Uchida, and J. Zaanen, From quantum matter to hightemperature superconductivity in copper oxides, Nature 518, 179 (2015).
[39] J. Zhang, E. M. Levenson-Falk, B. Ramshaw, D. Bonn, R. Liang, W. Hardy, S. A. Hartnoll, and A. Kapitulnik, Anomalous thermal diffusivity in underdoped yba2cu3o6+ x, PNAS 114, 5378 (2017).
[40] J. Gooth, F. Menges, N. Kumar, V. Sü $\beta$, C. Shekhar, Y. Sun, U. Drechsler, R. Zierold, C. Felser, and B. Gotsmann, Thermal and electrical signatures of a hydrodynamic electron fluid in tungsten diphosphide, Nat. Commun. 9, 4093 (2018).
[41] M. Y. Kagan and A. Bianconi, Fermi-bose mixtures and bcs-bec crossover in high-tc superconductors, Condensed Matter 4, 51 (2019).
[42] M. Sidler, P. Back, O. Cotlet, A. Srivastava, T. Fink, M. Kroner, E. Demler, and A. Imamoglu, Fermi polaron-polaritons in charge-tunable atomically thin semiconductors, Nat. Phys. 13, 255 (2017).
[43] Z. Wang, D. A. Rhodes, K. Watanabe, T. Taniguchi, J. C. Hone, J. Shan, and K. F. Mak, Evidence of hightemperature exciton condensation in two-dimensional atomic double layers, Nature 574, 76 (2019).
[44] Y. Shimazaki, I. Schwartz, K. Watanabe, T. Taniguchi, M. Kroner, and A. Imamoğlu, Strongly correlated electrons and hybrid excitons in a moiré heterostructure, Nature 580, 472 (2020).
[45] I. Schwartz, Y. Shimazaki, C. Kuhlenkamp, K. Watanabe, T. Taniguchi, M. Kroner, and A. Imamoğlu, Electrically tunable feshbach resonances in twisted bilayer semiconductors, Science 374, 336 (2021).
[46] S. Inouye, J. Goldwin, M. L. Olsen, C. Ticknor, J. L. Bohn, and D. S. Jin, Observation of heteronuclear feshbach resonances in a mixture of bosons and fermions, Phys. Rev. Lett. 93, 183201 (2004).
[47] I. Ferrier-Barbut, M. Delehaye, S. Laurent, A. T. Grier, M. Pierce, B. S. Rem, F. Chevy, and C. Salomon, A mixture of Bose and Fermi superfluids, Science 345, 1035 (2014).
[48] M. Delehaye, S. Laurent, I. Ferrier-Barbut, S. Jin, F. Chevy, and C. Salomon, Critical velocity and dissipation of an ultracold bose-fermi counterflow, Phys. Rev. Lett. 115, 265303 (2015).
[49] X.-C. Yao, H.-Z. Chen, Y.-P. Wu, X.-P. Liu, X.-Q. Wang, X. Jiang, Y. Deng, Y.-A. Chen, and J.-W. Pan, Observation of coupled vortex lattices in a massimbalance bose and fermi superfluid mixture, Phys.

Rev. Lett. 117, 145301 (2016).
[50] R. Roy, A. Green, R. Bowler, and S. Gupta, TwoElement Mixture of Bose and Fermi Superfluids, Phys. Rev. Lett. 118, 055301 (2017).
[51] Y. P. Wu, X. C. Yao, X. P. Liu, X. Q. Wang, Y. X. Wang, H. Z. Chen, Y. Deng, Y. A. Chen, and J. W. Pan, Coupled dipole oscillations of a mass-imbalanced Bose-Fermi superfluid mixture, Phys. Rev. B 97, 020506 (2018).
[52] B. Huang, I. Fritsche, R. S. Lous, C. Baroni, J. T. Walraven, E. Kirilov, and R. Grimm, Breathing mode of a Bose-Einstein condensate repulsively interacting with a fermionic reservoir, Phys. Rev. A 99, 041602 (2019).
[53] I. Bloch, J. Dalibard, and W. Zwerger, Many-body physics with ultracold gases, Rev. Mod. Phys. 80, 885 (2008).
[54] M. Bartenstein, A. Altmeyer, S. Riedl, S. Jochim, C. Chin, J. H. Denschlag, and R. Grimm, Collective excitations of a degenerate gas at the bec-bcs crossover, Phys. Rev. Lett. 92, 203201 (2004).
[55] A. Altmeyer, S. Riedl, C. Kohstall, M. Wright, R. Geursen, M. Bartenstein, C. Chin, J. H. Denschlag, and R. Grimm, Precision measurements of collective oscillations in the bec-bcs crossover, Phys. Rev. Lett. 98, 040401 (2007).
[56] M. K. Tey, L. A. Sidorenkov, E. R. S. Guajardo, R. Grimm, M. J. H. Ku, M. W. Zwierlein, Y.-H. Hou, L. Pitaevskii, and S. Stringari, Collective modes in a unitary fermi gas across the superfluid phase transition, Phys. Rev. Lett. 110, 055303 (2013).
[57] P. Christodoulou, M. Gałka, N. Dogra, R. Lopes, J. Schmitt, and Z. Hadzibabic, Observation of first and second sound in a bkt superfluid, Nature 594, 191 (2021).
[58] T. A. Hilker, L. H. Dogra, C. Eigen, J. A. Glidden, R. P. Smith, and Z. Hadzibabic, First and second sound in a compressible 3d bose fluid, Phys. Rev. Lett. 128, 223601 (2022).
[59] C. Cao, E. Elliott, J. Joseph, H. Wu, J. Petricka, T. Schäfer, and J. E. Thomas, Universal quantum viscosity in a unitary fermi gas, Science 331, 58 (2011).
[60] J. Joseph, E. Elliott, and J. Thomas, Shear viscosity of a unitary fermi gas near the superfluid phase transition, Phys. Rev. Lett. 115, 020401 (2015).
[61] N. Strohmaier, Y. Takasu, K. Günter, R. Jördens, M. Köhl, H. Moritz, and T. Esslinger, Interactioncontrolled transport of an ultracold fermi gas, Phys. Rev. Lett. 99, 220601 (2007).
[62] A. Sommer, M. Ku, G. Roati, and M. W. Zwierlein, Universal spin transport in a strongly interacting fermi gas, Nature 472, 201 (2011).
[63] P. N. Jepsen, J. Amato-Grill, I. Dimitrova, W. W. Ho, E. Demler, and W. Ketterle, Spin transport in a tunable heisenberg model realized with ultracold atoms, Nature 588, 403 (2020).
[64] P. N. Jepsen, W. W. Ho, J. Amato-Grill, I. Dimitrova, E. Demler, and W. Ketterle, Transverse spin dynamics in the anisotropic heisenberg model realized with ultracold atoms, Physical Review X 11, 041054 (2021).
[65] M. A. Nichols, L. W. Cheuk, M. Okan, T. R. Hartke, E. Mendez, T. Senthil, E. Khatami, H. Zhang, and M. W. Zwierlein, Spin transport in a mott insulator of ultracold fermions, Science 363, 383 (2019), https://www.science.org/doi/pdf/10.1126/science.aat4387.
[66] P. B. Patel, Z. Yan, B. Mukherjee, R. J. Fletcher, J. Struck, and M. W. Zwierlein, Universal sound diffusion in a strongly interacting fermi gas, Science 370, 1222 (2020), https://www.science.org/doi/pdf/10.1126/science.aaz5756.
[67] Z. Yan, P. B. Patel, B. Mukherjee, C. J. Vale, R. J. Fletcher, and M. Zwierlein, Thermography of the superfluid transition in a strongly interacting fermi gas (2022), arXiv:2212.13752 [cond-mat.quant-gas].
[68] P. E. Dolgirev, Y.-F. Qu, M. B. Zvonarev, T. Shi, and E. Demler, Emergence of a sharp quantum collective mode in a one-dimensional fermi polaron, Phys. Rev. X 11, 041015 (2021).
[69] K. Seetharam, Y. Shchadilova, F. Grusdt, M. B. Zvonarev, and E. Demler, Dynamical quantum cherenkov transition of fast impurities in quantum liquids, Phys. Rev. Lett. 127, 185302 (2021).
[70] K. Seetharam, Y. Shchadilova, F. Grusdt, M. Zvonarev, and E. Demler, Quantum cherenkov transition of finite momentum bose polarons, arXiv:2109.12260 (2021).
[71] Z. Z. Yan, Y. Ni, C. Robens, and M. W. Zwierlein, Bose polarons near quantum criticality, Science 368, 190 (2020), arXiv:1904.02685.
[72] F. Ferlaino, R. J. Brecha, P. Hannaford, F. Riboli, G. Roati, G. Modugno, and M. Inguscio, Dipolar oscillations in a quantum degenerate Fermi-Bose atomic mixture, J. Opt. B Quantum Semiclassical Opt. 5, S3 (2003).
[73] M. Zaccanti, C. D’Errico, F. Ferlaino, G. Roati, M. Inguscio, and G. Modugno, Control of the interaction in a fermi-bose mixture, Phys. Rev. A 74, 041605 (2006).
[74] A. Trautmann, P. Ilzhöfer, G. Durastante, C. Politi, M. Sohmen, M. J. Mark, and F. Ferlaino, Dipolar quantum mixtures of erbium and dysprosium atoms, Phys. Rev. Lett. 121, 213601 (2018).
[75] D. Guéry-Odelin, F. Zambelli, J. Dalibard, and S. Stringari, Collective oscillations of a classical gas confined in harmonic traps, Phys. Rev. A 60, 4851 (1999).
[76] A. Kamenev, Field theory of non-equilibrium systems (Cambridge University Press, 2023).
[77] L. P. Kadanoff, Quantum statistical mechanics: Green's function methods in equilibrium and nonequilibrium problems (CRC Press, 2018).
[78] P. Danielewicz, Quantum theory of nonequilibrium processes, i, Annals of Physics 152, 239 (1984).
[79] M. Babadi, Non-equilibrium dynamics of artificial quantum matter (Harvard University, 2013).
[80] P. Hohenberg and P. Martin, Microscopic theory of superfluid helium, Annals of Physics 34, 291 (1965).
[81] C. M. Bishop and N. M. Nasrabadi, Pattern recognition and machine learning, Vol. 4 (Springer, 2006).
[82] D. W. Kammler, Chebyshev approximation of completely monotonic functions by sums of exponentials, SIAM Journal on Numerical Analysis 13, 761 (1976).
[83] J. Levinsen and D. S. Petrov, Atom-dimer and dimerdimer scattering in fermionic mixtures near a narrow feshbach resonance, Eur. Phys. J. D 65, 67 (2011).
[84] L. D. Landau and E. M. Lifshitz, Quantum mechanics: non-relativistic theory, Vol. 3 (Elsevier, 2013).
[85] H. Jensen and H. Smith, Transport phenomena (1989).
[86] P. Massignan, G. M. Bruun, and H. Smith, Viscous relaxation and collective oscillations in a trapped fermi gas near the unitarity limit, Phys. Rev. A 71, 033607 (2005).
[87] G. M. Bruun and H. Smith, Shear viscosity and damping for a fermi gas in the unitarity limit, Phys. Rev. A 75, 043612 (2007).
[88] G. Rupak and T. Schäfer, Shear viscosity of a superfluid fermi gas in the unitarity limit, Physical Review A 76, 053607 (2007).
[89] T. Schäfer, Ratio of shear viscosity to entropy density for trapped fermions in the unitarity limit, Physical Review A 76, 063618 (2007).
[90] W. Ketterle and M. W. Zwierlein, Making, probing and understanding ultracold fermi gases, La Rivista del Nuovo Cimento 31, 247 (2008).
[91] S. K. Baur, E. Vogt, M. Köhl, and G. M. Bruun, Collective modes of a two-dimensional spin- $1 / 2$ fermi gas in a harmonic trap, Phys. Rev. A 87, 043612 (2013).
[92] T. Schäfer and D. Teaney, Nearly perfect fluidity: from cold atomic gases to hot quark gluon plasmas, Reports on Progress in Physics 72, 126001 (2009).
[93] E. Elliott, J. Joseph, and J. Thomas, Anomalous minimum in the shear viscosity of a fermi gas, Phys. Rev. Lett. 113, 020406 (2014).
[94] S. Choudhury, K. R. Islam, Y. Hou, J. A. Aman, T. C. Killian, and K. R. Hazzard, Collective modes of ultracold fermionic alkaline-earth-metal gases with su (n) symmetry, Phys. Rev. A 101, 053612 (2020).
[95] Z. Z. Yan, Y. Ni, C. Robens, and M. W. Zwierlein, Bose polarons near quantum criticality, Science 368, 190 (2020).
[96] A. E. Miroshnichenko, S. Flach, and Y. S. Kivshar, Fano resonances in nanoscale structures, Rev. Mod. Phys 82, 2257 (2010).
[97] M. Fleischhauer, A. Imamoglu, and J. P. Marangos, Electromagnetically induced transparency: Optics in coherent media, Rev. Mod. Phys. 77, 633 (2005).
[98] S. L. Braunstein, Squeezing as an irreducible resource, Phys. Rev. A 71, 055801 (2005).
[99] M. Lukin, S. Yelin, and M. Fleischhauer, Entanglement of atomic ensembles by trapping correlated photon states, Phys. Rev. Lett. 84, 4232 (2000).
[100] B. Y. Zel'Dovich, N. F. Pilipetsky, and V. V. Shkunov, Principles of phase conjugation, Vol. 42 (Springer, 2013).
[101] H. Zhou, L. Holleis, Y. Saito, L. Cohen, W. Huynh, C. L. Patterson, F. Yang, T. Taniguchi, K. Watanabe, and A. F. Young, Isospin magnetism and spin-polarized superconductivity in bernal bilayer graphene, Science 375, 774 (2022).
[102] P. J. Moll, P. Kushwaha, N. Nandi, B. Schmidt, and A. P. Mackenzie, Evidence for hydrodynamic electron flow in pdcoo2, Science 351, 1061 (2016).
[103] D. Bandurin, I. Torre, R. K. Kumar, M. Ben Shalom, A. Tomadin, A. Principi, G. Auton, E. Khestanova, K. Novoselov, I. Grigorieva, et al., Negative local resistance caused by viscous electron backflow in graphene, Science 351, 1055 (2016).
[104] J. Crossno, J. K. Shi, K. Wang, X. Liu, A. Harzheim, A. Lucas, S. Sachdev, P. Kim, T. Taniguchi, K. Watanabe, et al., Observation of the dirac fluid and the breakdown of the wiedemann-franz law in graphene, Science 351, 1058 (2016).
[105] L. Zhao, C. Belvin, R. Liang, D. Bonn, W. Hardy, N. Armitage, and D. Hsieh, A global inversion-symmetrybroken phase inside the pseudogap region of yba2cu3o y, Nature Physics 13, 250 (2017).
[106] S. Rajasekaran, J.-i. Okamoto, L. Mathey, M. Fechner, V. Thampy, G. D. Gu, and A. Cavalleri, Probing optically silent superfluid stripes in cuprates, Science 359, 575 (2018).
[107] A. d. l. Torre, K. Seyler, L. Zhao, S. D. Matteo, M. Scheurer, Y. Li, B. Yu, M. Greven, S. Sachdev, M. Norman, et al., Mirror symmetry breaking in a model insulating cuprate, Nature Physics 17, 777 (2021).
[108] D. Nicoletti, M. Buzzi, M. Fechner, P. Dolgirev, M. Michael, J. Curtis, E. Demler, G. Gu, and A. Cavalleri, Coherent emission from surface josephson plasmons in striped cuprates, Proceedings of the National Academy of Sciences 119, e2211670119 (2022).
[109] P. E. Dolgirev, M. H. Michael, J. B. Curtis, D. Nicoletti, M. Buzzi, M. Fechner, A. Cavalleri, and E. Demler, Theory for anomalous terahertz emission in striped cuprate superconductors, arXiv preprint arXiv:2112.05772 (2021).
[110] P. E. Dolgirev, M. H. Michael, J. B. Curtis, D. E. Parker, D. Nicoletti, M. Buzzi, M. Fechner, A. Cavalleri, and E. Demler, Optically-induced umklapp shift currents in striped cuprates, arXiv preprint arXiv:2203.04687 (2022).
[111] We call the first term $\sim n_{1} n_{1}^{\prime}$ classical because it is the only one (among the four terms contributing to $\mathrm{I}_{\mathrm{B}}$ ) that survives in the classical limit $1+n \approx 1$.

## Appendix A: Evaluation of the matrix elements associated with the monopole mode

When working with the monopole basis functions, for future convenience, we redefine them as:

$$
\begin{equation*}
\phi_{\alpha}(\boldsymbol{r}, \boldsymbol{p})=\beta^{N_{\alpha}} \kappa^{p_{\alpha}+r_{\alpha} / 2} \times \rho^{2 m_{\alpha}} p_{\rho}^{2 n_{\alpha}}\left(\boldsymbol{\rho} \cdot \boldsymbol{p}_{\rho}\right)^{k_{\alpha}} \times z^{2 p_{\alpha}} p_{z}^{2 q_{\alpha}}\left(z p_{z}\right)^{r_{\alpha}}, \quad N_{\alpha} \equiv m_{\alpha}+n_{\alpha}+k_{\alpha}+p_{\alpha}+q_{\alpha}+r_{\alpha} . \tag{A1}
\end{equation*}
$$

The GMM fits in the dimensionless variables read:

$$
\begin{align*}
n_{\mathrm{B}, \mathrm{eq}}(\boldsymbol{r}, \boldsymbol{p}) & =\frac{1}{\frac{1}{z_{\mathrm{B}}(\boldsymbol{r})} \exp \left(\frac{\beta p^{2}}{2}\right)-1} \approx \sum_{s} a_{\mathrm{B}, s} \exp \left(-\frac{\beta p^{2}}{2 \gamma_{\mathrm{B}, s}^{2}}\right)  \tag{A2}\\
n_{\mathrm{F}, \mathrm{eq}}(\boldsymbol{r}, \boldsymbol{p}) & =\frac{1}{\frac{1}{z_{\mathrm{F}}(\boldsymbol{r})} \exp \left(\frac{\beta p^{2} m_{\mathrm{B}}}{2 m_{\mathrm{F}}}\right)+1} \approx \sum_{s} a_{\mathrm{F}, s} \exp \left(-\frac{\beta p^{2}}{2 \gamma_{\mathrm{F}, s}^{2}}\right) . \tag{A3}
\end{align*}
$$

We note that the coefficients $a_{\mathrm{B}, s}$ and $\gamma_{\mathrm{B}, s}\left(a_{\mathrm{F}, s}\right.$ and $\left.\gamma_{\mathrm{F}, s}\right)$ depend on the real-space coordinate $\boldsymbol{r}$ only through the local fugacity $z_{\mathrm{B}}(\boldsymbol{r})\left(z_{\mathrm{F}}(\boldsymbol{r})\right)$. A simplification that makes our numerical calculations faster and that we will use below is that the fugacities, in turn, depend only on the one-dimensional combination $\tilde{r}^{2}=\beta\left(\rho^{2}+\kappa z^{2}\right)$. This useful but not crucial feature comes from the fact that the trapping potentials for bosons and fermions are similar and harmonic. If the potentials are anharmonic or have different from each other forms, one can easily extend the formalism below to account for such a situation. Besides, while the GMM fits are necessary for the collision matrices only, they also facilitate numerical evaluations of the rest of the matrices entering the linearized kinetic equations. This Appendix provides the expressions for all of the matrix elements associated with the monopole mode.

## 1. Matrix elements of $\hat{\mathrm{M}}$

By rescaling $\rho \sqrt{\beta} \rightarrow \rho, z \sqrt{\beta \kappa} \rightarrow z$, and $p \sqrt{\beta} \rightarrow p$, the matrix elements of $\hat{\mathrm{M}}$ in Eq. (27) can be written as:

$$
\begin{equation*}
\left(\mathrm{M}_{\mathrm{B} / \mathrm{F}}\right)_{\alpha \beta}=\frac{1}{\beta^{3} \sqrt{\kappa}} \int d^{3} \boldsymbol{r} \frac{d^{3} \boldsymbol{p}}{(2 \pi)^{3}} \rho^{2 m_{\alpha}+2 m_{\beta}} p_{\rho}^{2 n_{\alpha}+2 n_{\beta}}\left(\boldsymbol{\rho} \cdot \boldsymbol{p}_{\rho}\right)^{k_{\alpha}+k_{\beta}} \times z^{2 p_{\alpha}+2 p_{\beta}} p_{z}^{2 q_{\alpha}+2 q_{\beta}}\left(z p_{z}\right)^{r_{\alpha}+r_{\beta}} n(1 \pm n) \tag{A4}
\end{equation*}
$$

In these new variables, the equilibrium distribution functions $n=n_{\mathrm{B} / \mathrm{F}, \mathrm{eq}}$ depend on $r$ and $p$ only, which allows us to perform the angular integration first, leading to:

$$
\begin{align*}
\mathrm{M}_{\alpha \beta}= & \frac{1}{2 \pi \beta^{3} \sqrt{\kappa}} h\left(k_{\alpha}+k_{\beta}\right) g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}}{2}, m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}}{2}\right) g\left(q_{\alpha}+q_{\beta}+\frac{r_{\alpha}+r_{\beta}}{2}, n_{\alpha}+n_{\beta}+\frac{k_{\alpha}+k_{\beta}}{2}\right) \\
& \times \int_{0}^{\infty} d r r^{2 m_{\alpha}+2 m_{\beta}+k_{\alpha}+k_{\beta}+2 p_{\alpha}+2 p_{\beta}+r_{\alpha}+r_{\beta}+2} \int_{0}^{\infty} d p p^{2 n_{\alpha}+2 n_{\beta}+k_{\alpha}+k_{\beta}+2 q_{\alpha}+2 q_{\beta}+r_{\alpha}+r_{\beta}+2} \times n(1 \pm n) \tag{A5}
\end{align*}
$$

where we defined:

$$
\begin{gather*}
h(n) \equiv \int_{0}^{2 \pi}[\cos (\psi)]^{n} \frac{d \psi}{2 \pi}=\frac{E(n) n!}{2^{n}[(n / 2)!]^{2}}  \tag{A6}\\
g(m, n) \equiv \int_{-1}^{1} x^{2 m}\left(1-x^{2}\right)^{n} d x=\frac{\Gamma(m+1 / 2) \Gamma(n+1)}{\Gamma(m+n+3 / 2)}, \text { provided } m, n \in 0,1,2, \ldots \tag{A7}
\end{gather*}
$$

$E(n)=1$ if $n$ is even and zero otherwise. We compute the momentum integral analytically using the GMM fits and $f(n, \gamma) \equiv \int_{0}^{\infty} d p p^{n} \exp \left(-\frac{p^{2}}{2 \gamma^{2}}\right)=2^{(n-1) / 2} \gamma^{n+1} \Gamma\left(\frac{n+1}{2}\right)$. The remaining one-dimensional integration over $r$ is then done numerically.

## 2. Matrix elements of $\hat{\mathrm{H}}$

We first note that the relevant Poisson brackets in Eq. (28) can be written as:

$$
\begin{align*}
& \left\{\phi_{\beta}, \mathcal{H}_{\mathrm{B}}\right\}=\phi_{\beta}\left[2 m_{\beta} \frac{\boldsymbol{\rho} \cdot \boldsymbol{p}_{\rho}}{\rho^{2}}+k_{\beta} \frac{p_{\rho}^{2}}{\boldsymbol{\rho} \cdot \boldsymbol{p}_{\rho}}+\left(2 p_{\beta}+r_{\beta}\right) \frac{p_{z}}{z}-\gamma_{\mathrm{B}}\left(2 n_{\beta} \frac{\boldsymbol{\rho} \cdot \boldsymbol{p}_{\rho}}{p_{\rho}^{2}}+k_{\beta} \frac{\rho^{2}}{\boldsymbol{\rho} \cdot \boldsymbol{p}_{\rho}}+\kappa\left(2 q_{\beta}+r_{\beta}\right) \frac{z}{p_{z}}\right)\right]  \tag{A8}\\
& \left\{\phi_{\beta}, \mathcal{H}_{\mathrm{F}}\right\}=\phi_{\beta}\left[\left(2 m_{\beta} \frac{\boldsymbol{\rho} \cdot \boldsymbol{p}_{\rho}}{\rho^{2}}+k_{\beta} \frac{p_{\rho}^{2}}{\boldsymbol{\rho} \cdot \boldsymbol{p}_{\rho}}+\left(2 p_{\beta}+r_{\beta}\right) \frac{p_{z}}{z}\right) \frac{m_{\mathrm{B}}}{m_{\mathrm{F}}}-\gamma_{\mathrm{F}}\left(2 n_{\beta} \frac{\boldsymbol{\rho} \cdot \boldsymbol{p}_{\rho}}{p_{\rho}^{2}}+k_{\beta} \frac{\rho^{2}}{\boldsymbol{\rho} \cdot \boldsymbol{p}_{\rho}}+\kappa\left(2 q_{\beta}+r_{\beta}\right) \frac{z}{p_{z}}\right)\right] \tag{A9}
\end{align*}
$$

where we defined $\gamma_{\mathrm{B}} \equiv 1+\frac{\beta}{\tilde{r}} \partial_{\tilde{r}} \Sigma_{\mathrm{HF}, \mathrm{B}}(\tilde{r})$ and $\gamma_{\mathrm{F}} \equiv \lambda+\frac{\beta}{\tilde{r}} \partial_{\tilde{r}} \Sigma_{\mathrm{HF}, \mathrm{F}}(\tilde{r})$ so that $\partial_{\boldsymbol{\rho}} \mathcal{H}_{\mathrm{B} / \mathrm{F}}=\gamma_{\mathrm{B} / \mathrm{F}} \boldsymbol{\rho}$ and $\partial_{z} \mathcal{H}_{\mathrm{B} / \mathrm{F}}=\gamma_{\mathrm{B} / \mathrm{F}} \kappa z$. Plugging this into Eq. (28) and following the preceding subsection, for the fermionic sector, we arrive at:

$$
\begin{align*}
& \left(\mathrm{H}_{\mathrm{F}}\right)_{\alpha \beta}=\frac{1}{2 \pi \beta^{3} \sqrt{\kappa}}\{  \tag{A10}\\
& \quad \frac{m_{\mathrm{B}}}{m_{\mathrm{F}}}\left[\left(2 m_{\beta} h\left(k_{\alpha}+k_{\beta}+1\right)+k_{\beta} h\left(k_{\alpha}+k_{\beta}-1\right)\right) g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}}{2}, m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}-1}{2}\right)\right. \\
& \quad \times g\left(q_{\alpha}+q_{\beta}+\frac{r_{\alpha}+r_{\beta}}{2}, n_{\alpha}+n_{\beta}+\frac{k_{\alpha}+k_{\beta}+1}{2}\right)+\sqrt{\kappa}\left(2 p_{\beta}+r_{\beta}\right) h\left(k_{\alpha}+k_{\beta}\right) \\
& \left.\quad \times g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}-1}{2}, m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}}{2}\right) g\left(q_{\alpha}+q_{\beta}+\frac{r_{\alpha}+r_{\beta}+1}{2}, n_{\alpha}+n_{\beta}+\frac{k_{\alpha}+k_{\beta}}{2}\right)\right] \\
& \quad \times \int_{0}^{\infty} d r r^{2 m_{\alpha}+2 m_{\beta}+k_{\alpha}+k_{\beta}+2 p_{\alpha}+2 p_{\beta}+r_{\alpha}+r_{\beta}+1 \int_{0}^{\infty} d p p^{2 n_{\alpha}+2 n_{\beta}+k_{\alpha}+k_{\beta}+2 q_{\alpha}+2 q_{\beta}+r_{\alpha}+r_{\beta}+3} n_{\mathrm{F}, \mathrm{eq}}\left(1-n_{\mathrm{F}, \mathrm{eq}}\right)} \\
& \quad-\left[\left(2 n_{\beta} h\left(k_{\alpha}+k_{\beta}+1\right)+k_{\beta} h\left(k_{\alpha}+k_{\beta}-1\right)\right) g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}}{2}, m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}+1}{2}\right)\right. \\
& \quad \times g\left(q_{\alpha}+q_{\beta}+\frac{r_{\alpha}+r_{\beta}}{2}, n_{\alpha}+n_{\beta}+\frac{k_{\alpha}+k_{\beta}-1}{2}\right)+\sqrt{\kappa}\left(2 q_{\beta}+r_{\beta}\right) h\left(k_{\alpha}+k_{\beta}\right) \\
& \left.\quad \times g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}+1}{2}, m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}}{2}\right) g\left(q_{\alpha}+q_{\beta}+\frac{r_{\alpha}+r_{\beta}-1}{2}, n_{\alpha}+n_{\beta}+\frac{k_{\alpha}+k_{\beta}}{2}\right)\right] \\
& \left.\quad \times \int_{0}^{\infty} d r r^{2 m_{\alpha}+2 m_{\beta}+k_{\alpha}+k_{\beta}+2 p_{\alpha}+2 p_{\beta}+r_{\alpha}+r_{\beta}+3} \gamma_{\mathrm{F}}(r) \int_{0}^{\infty} d p p^{2 n_{\alpha}+2 n_{\beta}+k_{\alpha}+k_{\beta}+2 q_{\alpha}+2 q_{\beta}+r_{\alpha}+r_{\beta}+1} n_{\mathrm{F}, \mathrm{eq}}\left(1-n_{\mathrm{F}, \mathrm{eq}}\right)\right\} .
\end{align*}
$$

The expression for the bosonic sector is obtained from this one by substituting $n_{\mathrm{F}, \mathrm{eq}}\left(1-n_{\mathrm{F}, \mathrm{eq}}\right) \rightarrow n_{\mathrm{B}, \mathrm{eq}}\left(1+n_{\mathrm{B}, \mathrm{eq}}\right)$, putting the mass ratio to one $\frac{m_{\mathrm{B}}}{m_{\mathrm{F}}} \rightarrow 1$, and by replacing $\gamma_{\mathrm{F}} \rightarrow \gamma_{\mathrm{B}}$. As in the preceding subsection, we evaluate all the momentum integrals analytically and all the real-space integrals numerically.

## 3. Matrix elements of $\hat{S}$

The self-energies entering the matrix $\hat{\Sigma}$, cf. Eq. (29), take the following form:

$$
\begin{equation*}
\Sigma_{\mathrm{B}}\left[\Delta_{\mathrm{B}} \phi_{\beta}\right](\rho, z)=2 g_{\mathrm{B}} \int \frac{d^{3} \boldsymbol{p}}{(2 \pi)^{3}} n_{\mathrm{B}, \mathrm{eq}}\left(1+n_{\mathrm{B}, \mathrm{eq}}\right) \phi_{\beta} \rightarrow \frac{2 g_{\mathrm{B}}}{\beta^{3 / 2}} \rho^{2 m_{\beta}+k_{\beta}} z^{2 p_{\beta}+r_{\beta}} v_{\mathrm{B}, \beta}(r), \tag{A11}
\end{equation*}
$$

where we rescaled the variables in the usual way, i.e., $\rho \sqrt{\beta} \rightarrow \rho, z \sqrt{\beta \kappa} \rightarrow z$, and $p \sqrt{\beta} \rightarrow p$, and introduced:

$$
\begin{equation*}
v_{\mathrm{B} / \mathrm{F}, \beta}(r) \equiv \frac{1}{(2 \pi)^{2}} h\left(k_{\beta}\right) g\left(q_{\beta}+\frac{r_{\beta}}{2}, n_{\beta}+\frac{k_{\beta}}{2}\right) \int_{0}^{\infty} d p p^{2 n_{\beta}+k_{\beta}+2 q_{\beta}+r_{\beta}+2} n(r, p)(1 \pm n(r, p)) \tag{A12}
\end{equation*}
$$

Plugging this into Eq. (30), we obtain:

$$
\begin{align*}
& \left(\mathrm{S}_{\mathrm{B}}\right)_{\alpha \beta}=\frac{2 g_{\mathrm{B}}}{2 \pi \beta^{7 / 2} \sqrt{\kappa}}\{  \tag{A13}\\
& \quad\left[\left(2 m_{\alpha} h\left(k_{\alpha}+1\right)+k_{\alpha} h\left(k_{\alpha}-1\right)\right) g\left(q_{\alpha}+\frac{r_{\alpha}}{2}, n_{\alpha}+\frac{k_{\alpha}+1}{2}\right) g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}}{2}, m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}-1}{2}\right)\right. \\
& \left.\quad+\sqrt{\kappa}\left(2 p_{\alpha}+r_{\alpha}\right) h\left(k_{\alpha}\right) g\left(q_{\alpha}+\frac{r_{\alpha}+1}{2}, n_{\alpha}+\frac{k_{\alpha}}{2}\right) g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}-1}{2}, m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}}{2}\right)\right] \\
& \quad \times \int_{0}^{\infty} d r r^{2 m_{\alpha}+2 m_{\beta}+k_{\alpha}+k_{\beta}+2 p_{\alpha}+2 p_{\beta}+r_{\alpha}+r_{\beta}+1} v_{\mathrm{B}, \beta} \int_{0}^{\infty} d p p^{2 n_{\alpha}+k_{\alpha}+2 q_{\alpha}+r_{\alpha}+3} n_{\mathrm{B}, \mathrm{eq}}\left(1+n_{\mathrm{B}, \mathrm{eq}}\right) \\
& \quad-\left[\left(2 n_{\alpha} h\left(k_{\alpha}+1\right)+k_{\alpha} h\left(k_{\alpha}-1\right)\right) g\left(q_{\alpha}+\frac{r_{\alpha}}{2}, n_{\alpha}+\frac{k_{\alpha}-1}{2}\right) g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}}{2}, m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}+1}{2}\right)\right. \\
& \left.\quad+\sqrt{\kappa}\left(2 q_{\alpha}+r_{\alpha}\right) h\left(k_{\alpha}\right) g\left(q_{\alpha}+\frac{r_{\alpha}-1}{2}, n_{\alpha}+\frac{k_{\alpha}}{2}\right) g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}+1}{2}, m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}}{2}\right)\right] \\
& \left.\quad \times \int_{0}^{\infty} d r r^{2 m_{\alpha}+2 m_{\beta}+k_{\alpha}+k_{\beta}+2 p_{\alpha}+2 p_{\beta}+r_{\alpha}+r_{\beta}+3} v_{\mathrm{B}, \beta} \gamma_{\mathrm{B}} \int_{0}^{\infty} d p p^{2 n_{\alpha}+k_{\alpha}+2 q_{\alpha}+r_{\alpha}+1} n_{\mathrm{B}, \mathrm{eq}}\left(1+n_{\mathrm{B}, \mathrm{eq}}\right)\right\} .
\end{align*}
$$

Similar expressions hold for $\left(\mathrm{S}_{\mathrm{BF}}\right)_{\alpha \beta}$ and $\left(\mathrm{S}_{\mathrm{FB}}\right)_{\alpha \beta}$.

## 4. Matrix elements $\mathrm{I}_{\alpha \beta}$

In this subsection, we show how to evaluate the collision matrix $\mathrm{I}_{\alpha \beta}$ in Eq. (34) associated with incoherent bosonboson scatterings. The main idea of the construction below is that the GMM fits allow one to represent the complicated matrix elements as sums of Gaussian integrals that can be evaluated analytically over the 12-dimensional momentum space (the integration over the remaining 3-dimensional real space is then done numerically). Some difficulties still exist, such as taking into account the momentum and energy conservation laws - we discuss this below.

As a first step, we change variables to the center-of-mass frame: $\boldsymbol{p}=\frac{1}{2} \boldsymbol{P}+\boldsymbol{q}, \boldsymbol{p}^{\prime}=\frac{1}{2} \boldsymbol{P}-\boldsymbol{q}, \boldsymbol{p}_{1}=\frac{1}{2} \boldsymbol{P}^{\prime}+\boldsymbol{q}^{\prime}$, and $\boldsymbol{p}_{1}^{\prime}=\frac{1}{2} \boldsymbol{P}^{\prime}-\boldsymbol{q}^{\prime}$. The momentum conservation leads to $\boldsymbol{P}^{\prime}=\boldsymbol{P}$, while the energy conservation enforces $q^{\prime}=q$ :

$$
\begin{aligned}
\int d^{3} \boldsymbol{r} \frac{d^{3} \boldsymbol{p}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}^{\prime}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}_{1}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}_{1}^{\prime}}{(2 \pi)^{3}}(2 \pi)^{3} \delta\left(\boldsymbol{p}+\boldsymbol{p}^{\prime}-\boldsymbol{p}_{1}-\boldsymbol{p}_{1}^{\prime}\right) \times(2 \pi) \delta\left(\varepsilon_{\mathrm{B}}(\boldsymbol{p})\right. & \left.+\varepsilon_{\mathrm{B}}\left(\boldsymbol{p}^{\prime}\right)-\varepsilon_{\mathrm{B}}\left(\boldsymbol{p}_{1}\right)-\varepsilon_{\mathrm{B}}\left(\boldsymbol{p}_{1}^{\prime}\right)\right) \\
& \rightarrow \int d^{3} \boldsymbol{r} \frac{d^{3} \boldsymbol{P}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{q}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{q}^{\prime}}{(2 \pi)^{3}}(2 \pi) \delta\left(q^{2}-q^{\prime 2}\right)
\end{aligned}
$$

It will be convenient to write $S\left[\phi_{\alpha}\right]=\beta^{N_{\alpha}} \kappa^{p_{\alpha}+r_{\alpha} / 2} \rho^{2 m_{\alpha}+k_{\alpha}} z^{2 p_{\alpha}+r_{\alpha}} S_{\alpha}\left[\boldsymbol{P}, \boldsymbol{q}, \boldsymbol{q}^{\prime}\right]$, where $S_{\alpha}\left[\boldsymbol{P}, \boldsymbol{q}, \boldsymbol{q}^{\prime}\right]$ is a known polynomial of its arguments. Here, it is implicit that we consider all the in-plane momenta relative to $\boldsymbol{\rho}$ - this is allowed to do since, for the monopole mode, the integrals do not depend on the angle $\phi$ between $\rho$ and the $x$-axis. Rescaling the variables in the usual manner, i.e., $\rho \sqrt{\beta} \rightarrow \rho, z \sqrt{\beta \kappa} \rightarrow z$, and $p \sqrt{\beta} \rightarrow p$, we arrive at:

$$
\begin{align*}
\left(\mathrm{I}_{\mathrm{B}}\right)_{\alpha \beta}= & -\frac{g_{\mathrm{B}}^{2}}{2 \beta^{5} \sqrt{\kappa}} \int d^{3} \boldsymbol{r} \rho^{2 m_{\alpha}+2 m_{\beta}+k_{\alpha}+k_{\beta}} z^{2 p_{\alpha}+2 p_{\beta}+r_{\alpha}+r_{\beta}} \int \frac{d^{3} \boldsymbol{P}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{q}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{q}^{\prime}}{(2 \pi)^{3}}(2 \pi) \delta\left(q^{2}-q^{\prime 2}\right) \\
& \times\left(1+n_{\mathrm{B}, \mathrm{eq}}(\boldsymbol{r}, \boldsymbol{p})\right)\left(1+n_{\mathrm{B}, \mathrm{eq}}\left(\boldsymbol{r}, \boldsymbol{p}^{\prime}\right)\right) n_{\mathrm{B}, \mathrm{eq}}\left(\boldsymbol{r}, \boldsymbol{p}_{1}\right) n_{\mathrm{B}, \mathrm{eq}}\left(\boldsymbol{r}, \boldsymbol{p}_{1}^{\prime}\right) \times \operatorname{Poly}\left[\boldsymbol{P}, \boldsymbol{q}, \boldsymbol{q}^{\prime}\right] . \tag{A14}
\end{align*}
$$

We note that the real-space angular integration can be readily done:

$$
\begin{aligned}
\int d^{3} \boldsymbol{r} \rho^{2 m_{\alpha}+2 m_{\beta}+k_{\alpha}+k_{\beta}} z^{2 p_{\alpha}+2 p_{\beta}+r_{\alpha}+r_{\beta}} \rightarrow 2 \pi g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}}{2},\right. & \left.m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}}{2}\right) \\
& \times \int_{0}^{\infty} d r r^{2 m_{\alpha}+2 m_{\beta}+k_{\alpha}+k_{\beta}+2 p_{\alpha}+2 p_{\beta}+r_{\alpha}+r_{\beta}+2} .
\end{aligned}
$$

Here $\operatorname{Poly}\left[\boldsymbol{P}, \boldsymbol{q}, \boldsymbol{q}^{\prime}\right]=S_{\alpha}\left[\boldsymbol{P}, \boldsymbol{q}, \boldsymbol{q}^{\prime}\right] \times S_{\beta}\left[\boldsymbol{P}, \boldsymbol{q}, \boldsymbol{q}^{\prime}\right]$ is a polynomial of its arguments. It is worth pointing out that polynomials are particularly suitable for our construction of the GMM fits because, as we mentioned, after all manipulations,
we will end up having a Gaussian integral. As such, when the integrand contains a polynomial, one can simply apply Wick's theorem to get analytical results.

To proceed, we expand the product over the distribution functions in Eq. (A14) as $(1+n)\left(1+n^{\prime}\right) n_{1} n_{1}^{\prime}=n_{1} n_{1}^{\prime}+$ $n_{1} n_{1}^{\prime} n+n_{1} n_{1}^{\prime} n^{\prime}+n_{1} n_{1}^{\prime} n n^{\prime}$ so that the matrix $\mathrm{I}_{\mathrm{B}}$ is a sum of four terms. Substituting the GMM fits, we get for the first (classical) term [111] the following:

$$
n_{1} n_{1}^{\prime}=\sum_{s_{1} s_{2}} a_{s_{1}} a_{s_{2}} \exp \left\{-\frac{p_{1}^{2}}{2 \gamma_{s_{1}}^{2}}-\frac{p_{1}^{\prime 2}}{2 \gamma_{s_{2}}^{2}}\right\}=\sum_{s_{1} s_{2}} a_{s_{1}} a_{s_{2}} \exp \left\{-\left(\frac{1}{2 \gamma_{s_{1}}^{2}}+\frac{1}{2 \gamma_{s_{2}}^{2}}\right)\left(\frac{P^{2}}{4}+q^{2}\right)-\left(\frac{1}{2 \gamma_{s_{1}}^{2}}-\frac{1}{2 \gamma_{s_{2}}^{2}}\right) \boldsymbol{P} \cdot \boldsymbol{q}^{\prime}\right\}
$$

Similar expressions hold for the other three (quantum) terms. We note that the prefactor in front of the exponent depends only on the real-space coordinate $\boldsymbol{r}$, while the exponent itself contains the full information about the momentum variables. Since the real-space integration will be evaluated numerically, from now on, we focus on the exponent and analytically evaluate the momentum integrals. To capture each of the four terms contributing to $I_{B}$, we write the exponent as:

$$
\begin{equation*}
\exp \left\{-\frac{P^{2}}{2 \gamma_{P}^{2}}-\frac{1}{2 \gamma_{q}^{2}}\left(q^{2}+q^{\prime 2}\right)+\frac{1}{\gamma_{P}}\left(A \boldsymbol{q}+B \boldsymbol{q}^{\prime}\right) \cdot \boldsymbol{P}\right\} \tag{A15}
\end{equation*}
$$

The coefficients $\gamma_{P}, \gamma_{q}, A$, and $B$ can be simply written in terms of the parameters $\gamma_{s_{i}}$ entering the GMM fits. Explicitly, for the first classical term we have:

$$
\frac{1}{\gamma_{P}^{2}}=\frac{1}{4 \gamma_{s_{1}}^{2}}+\frac{1}{4 \gamma_{s_{2}}^{2}}, \quad \frac{1}{\gamma_{q}^{2}}=\frac{1}{2 \gamma_{s_{1}}^{2}}+\frac{1}{2 \gamma_{s_{2}}^{2}}, \quad A=0, \quad B=\gamma_{P}\left(\frac{1}{2 \gamma_{s_{2}}^{2}}-\frac{1}{2 \gamma_{s_{1}}^{2}}\right)
$$

Similar expressions can be easily obtained for the remaining three terms (in general, we have nonzero values for $A$ and $B$ ).

With the form in Eq. (A15), the three-dimensional Gaussian integral over $\boldsymbol{P}$ can be readily evaluated:

$$
\begin{align*}
\int \frac{d^{3} \boldsymbol{P}}{(2 \pi)^{3}} \exp \left\{-\frac{P^{2}}{2 \gamma_{P}^{2}}-\frac{q^{2}}{\gamma_{q}^{2}}+\frac{1}{\gamma_{P}}\left(A \boldsymbol{q}+B \boldsymbol{q}^{\prime}\right) \cdot \boldsymbol{P}\right\} \operatorname{Poly}\left[\boldsymbol{P}, \boldsymbol{q}, \boldsymbol{q}^{\prime}\right] & =\exp \left\{-\frac{q^{2}}{\gamma_{q}^{2}}+\frac{1}{2}\left(A \boldsymbol{q}+B \boldsymbol{q}^{\prime}\right)^{2}\right\} \operatorname{Poly}\left[\boldsymbol{q}, \boldsymbol{q}^{\prime}\right] \\
& =\exp \left\{-C_{1} q^{2}+C_{2} \boldsymbol{q} \cdot \boldsymbol{q}^{\prime}\right\} \operatorname{Poly}\left[\boldsymbol{q}, \boldsymbol{q}^{\prime}\right] \tag{A16}
\end{align*}
$$

In obtaining this result, we used the energy conservation constraint $q^{2}=q^{2}$. In the first equality, the new polynomial Poly $\left[\boldsymbol{q}, \boldsymbol{q}^{\prime}\right]$ no longer depends on $\boldsymbol{P}$ but it does depend on $\boldsymbol{r}$ through the coefficients $\gamma_{P}, A$, and $B$ (we will not explicitly indicate the dependence on $\boldsymbol{r}$ ). In practice, to get this polynomial, we write a simple Mathematica subroutine that computes the Gaussian integral over $\boldsymbol{P}$. Here we defined $C_{1}=\frac{1}{\gamma_{q}^{2}}-\frac{1}{2} A^{2}-\frac{1}{2} B^{2}$ and $C_{2}=A B$.

We are left with a Gaussian integral over $\boldsymbol{q}$ and $\boldsymbol{q}^{\prime}$. However, what makes this integral hard is the energy constraint $\delta\left(q^{2}-q^{\prime 2}\right)$ and the appearance of the terms $\sim \boldsymbol{q} \cdot \boldsymbol{q}^{\prime}$ in the exponent Eq. (A16). We now note that the expression in the exponent can be written as a square of a vector (assuming $q=q^{\prime}$ )

$$
\begin{equation*}
C_{1} q^{2}-C_{2} \boldsymbol{q} \cdot \boldsymbol{q}^{\prime} \xlongequal{q=q^{\prime}}\left(\tilde{A} \boldsymbol{q}+\tilde{B} \boldsymbol{q}^{\prime}\right)^{2} \tag{A17}
\end{equation*}
$$

Indeed, simple algebra gives:

$$
\begin{equation*}
\tilde{A}=\sqrt{\frac{1}{2}\left(C_{1}+\sqrt{C_{1}^{2}-C_{2}^{2}}\right)}, \quad \tilde{B}=-\operatorname{sign}\left(C_{2}\right) \sqrt{\frac{1}{2}\left(C_{1}-\sqrt{C_{1}^{2}-C_{2}^{2}}\right)} . \tag{A18}
\end{equation*}
$$

This allows one to change variables to $\boldsymbol{k}=\tilde{A} \boldsymbol{q}+\tilde{B} \boldsymbol{q}^{\prime}$ and $\boldsymbol{k}^{\prime}=\tilde{A} \boldsymbol{q}^{\prime}+\tilde{B} \boldsymbol{q}$; under such a linear transformation, we get $(\tilde{A} \neq \tilde{B}):$

$$
\delta\left(q^{2}-q^{\prime 2}\right)=\left(\tilde{A}^{2}-\tilde{B}^{2}\right) \delta\left(k^{2}-k^{\prime 2}\right), \quad \int \frac{d^{3} \boldsymbol{q}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{q}^{\prime}}{(2 \pi)^{3}} \rightarrow \frac{1}{\left(\tilde{A}^{2}-\tilde{B}^{2}\right)^{3}} \int \frac{d^{3} \boldsymbol{k}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{k}^{\prime}}{(2 \pi)^{3}}
$$

We, therefore, obtain:

$$
\begin{align*}
\int \frac{d^{3} \boldsymbol{q}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{q}^{\prime}}{(2 \pi)^{3}}(2 \pi) \delta\left(q^{2}-q^{\prime 2}\right) \exp \left\{-C_{1} q^{2}\right. & \left.+C_{2} \boldsymbol{q} \cdot \boldsymbol{q}^{\prime}\right\} \operatorname{Poly}\left[\boldsymbol{q}, \boldsymbol{q}^{\prime}\right] \\
& =\frac{1}{\left(\tilde{A}^{2}-\tilde{B}^{2}\right)^{2}} \int \frac{d^{3} \boldsymbol{k}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{k}^{\prime}}{(2 \pi)^{3}}(2 \pi) \delta\left(k^{2}-k^{\prime 2}\right) e^{-k^{2}} \operatorname{Poly}\left[\boldsymbol{k}, \boldsymbol{k}^{\prime}\right] \tag{A19}
\end{align*}
$$

Here, the new polynomial Poly $\left[\boldsymbol{k}, \boldsymbol{k}^{\prime}\right]$ is obtained from Poly $\left[\boldsymbol{q}, \boldsymbol{q}^{\prime}\right]$ by simply substituting $\boldsymbol{q}=\left(\tilde{A} \boldsymbol{k}-\tilde{B} \boldsymbol{k}^{\prime}\right) /\left(\tilde{A}^{2}-\tilde{B}^{2}\right)$ and $\boldsymbol{q}^{\prime}=\left(\tilde{A} \boldsymbol{k}^{\prime}-\tilde{B} \boldsymbol{k}\right) /\left(\tilde{A}^{2}-\tilde{B}^{2}\right)$, i.e., through the inverse linear transformation. The integral in Eq. (A19) is already feasible for further analytical/numerical evaluations. Indeed, in the spherical coordinates, it becomes:

$$
\begin{equation*}
Q_{\alpha \beta}(r)=\frac{\pi}{(2 \pi)^{6}\left(\tilde{A}^{2}-\tilde{B}^{2}\right)^{2}} \int_{0}^{\infty} d k k^{3} e^{-k^{2}} \int_{0}^{2 \pi} d \varphi \int_{0}^{2 \pi} d \varphi^{\prime} \int_{-1}^{1} d(\cos \theta) \int_{-1}^{1} d\left(\cos \theta^{\prime}\right) S_{\alpha \beta}\left[k, \phi, \phi^{\prime}, \theta, \theta^{\prime}\right], \tag{A20}
\end{equation*}
$$

where $S_{\alpha \beta}\left[k, \phi, \phi^{\prime}, \theta, \theta^{\prime}\right]$ is obtained from Poly $\left[\boldsymbol{k}, \boldsymbol{k}^{\prime}\right]$ by substituting the spherical coordinates and $k=k^{\prime}$. Importantly, each function $S_{\alpha \beta}$ is some known polynomial of $\cos \theta, \sin \theta, \cos \theta^{\prime}, \sin \theta^{\prime}, \cos \phi, \sin \phi, \cos \phi^{\prime}$, and $\sin \phi^{\prime}-$ as such, the angular integration can be done analytically. In our numerics, we write a simple Mathematica code that symbolically evaluates this four-dimensional angular integration. The remaining Gaussian integral over $k$ is then also evaluated analytically (we write a separate Mathematica subroutine for this step as well).

This completes our protocol for evaluating the momentum integrals. At this stage, we are left with the integral over $r$, which is reduced to a one-dimensional integral over $r$ and then evaluated numerically. Explicitly, the first classical contribution to $\left(\mathrm{I}_{\mathrm{B}}\right)_{\alpha \beta}$ reads:

$$
\begin{align*}
\left(\mathrm{I}_{\mathrm{B}}\right)_{\alpha \beta, 1}=-\frac{g_{\mathrm{B}}^{2} \pi}{\beta^{5} \sqrt{\kappa}} \sum_{s_{1}, s_{2}} g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}}{2}\right. & \left., m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}}{2}\right)  \tag{A21}\\
& \times \int_{0}^{\infty} d r r^{2 m_{\alpha}+2 m_{\beta}+k_{\alpha}+k_{\beta}+2 p_{\alpha}+2 p_{\beta}+r_{\alpha}+r_{\beta}+2} a_{s_{1}}(r) a_{s_{2}}(r) Q_{\alpha \beta, 1}(r)
\end{align*}
$$

and similar expressions hold for the remaining three contributions.

## 5. Matrix elements of $\hat{J}$

We turn to discuss the matrix $\hat{J}$ associated with collisions between bosons and fermions, Eqs. (35)-(38). Now, the corresponding matrix elements are evaluated in exactly the same manner as in the preceding subsection. The only new feature we need to address in this subsection is that the bosonic and fermionic masses might differ. In this case, the transformation to the center-of-mass frame now reads:

$$
\begin{equation*}
\boldsymbol{p}=\frac{m_{\mathrm{B}}}{m_{\mathrm{B}}+m_{\mathrm{F}}} \boldsymbol{P}+\boldsymbol{q}, \boldsymbol{p}^{\prime}=\frac{m_{\mathrm{F}}}{m_{\mathrm{B}}+m_{\mathrm{F}}} \boldsymbol{P}-\boldsymbol{q}, \boldsymbol{p}_{1}=\frac{m_{\mathrm{B}}}{m_{\mathrm{B}}+m_{\mathrm{F}}} \boldsymbol{P}^{\prime}+\boldsymbol{q}^{\prime}, \boldsymbol{p}_{1}^{\prime}=\frac{m_{\mathrm{F}}}{m_{\mathrm{B}}+m_{\mathrm{F}}} \boldsymbol{P}^{\prime}-\boldsymbol{q}^{\prime} . \tag{A22}
\end{equation*}
$$

As above, the momentum conservation enforces $\boldsymbol{P}=\boldsymbol{P}^{\prime}$, while the energy conservation gives $q=q^{\prime}$ :

$$
\begin{aligned}
\int d^{3} \boldsymbol{r} \frac{d^{3} \boldsymbol{p}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}^{\prime}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}_{1}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}_{1}^{\prime}}{(2 \pi)^{3}}(2 \pi)^{3} \delta\left(\boldsymbol{p}+\boldsymbol{p}^{\prime}-\boldsymbol{p}_{1}-\boldsymbol{p}_{1}^{\prime}\right) & \times(2 \pi) \delta\left(\varepsilon_{\mathrm{B}}(\boldsymbol{p})+\varepsilon_{\mathrm{F}}\left(\boldsymbol{p}^{\prime}\right)-\varepsilon_{\mathrm{B}}\left(\boldsymbol{p}_{1}\right)-\varepsilon_{\mathrm{F}}\left(\boldsymbol{p}_{1}^{\prime}\right)\right) \\
& \rightarrow \frac{2 m_{\mathrm{B}} m_{\mathrm{F}}}{m_{\mathrm{B}}+m_{\mathrm{F}}} \int d^{3} \boldsymbol{r} \frac{d^{3} \boldsymbol{P}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{q}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{q}^{\prime}}{(2 \pi)^{3}}(2 \pi) \delta\left(q^{2}-q^{\prime 2}\right) .
\end{aligned}
$$

The rest of the computation follows the preceding subsection step-by-step.

## Appendix B: Evaluation of the matrix elements associated with the quadrupole mode

When working with the quadrupole basis functions, we also use the definitions in Eqs. (A1)-(A3). We rescale the functions $\xi_{i}(\boldsymbol{r}, \boldsymbol{p})$ by an overall factor of $\beta$ and rewrite them as: $\xi_{i}(\boldsymbol{r}, \boldsymbol{p})=\beta \rho^{\mu_{i}} p_{\rho}^{\nu_{i}} \cos \left(2 \phi+\nu_{i} \phi_{p}\right)$, where $\phi$ is the angle between $\boldsymbol{\rho}$ and the $x$-axis and $\phi_{p}$ is the angle between $\boldsymbol{\rho}$ and $\boldsymbol{p}_{\rho} ;\left(\mu_{1}, \nu_{1}\right)=(2,0),\left(\mu_{2}, \nu_{2}\right)=(1,1)$, and $\left(\mu_{3}, \nu_{3}\right)=(0,2)$. Below we provide all the matrix elements associated with the quadrupole mode.

## 1. Matrix elements of $\hat{\mathrm{M}}$

Similar algebra as in the preceding Appendix gives:

$$
\begin{align*}
\mathrm{M}_{\alpha \beta}^{i j}= & \frac{1}{4 \pi \beta^{3} \sqrt{\kappa}} \tilde{h}\left(\left|\nu_{i}-\nu_{j}\right|, k_{\alpha}+k_{\beta}\right) g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}}{2}, m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}+\mu_{i}+\mu_{j}}{2}\right) \\
& \times g\left(q_{\alpha}+q_{\beta}+\frac{r_{\alpha}+r_{\beta}}{2}, n_{\alpha}+n_{\beta}+\frac{k_{\alpha}+k_{\beta}+\nu_{i}+\nu_{j}}{2}\right) \int_{0}^{\infty} d r r^{2 m_{\alpha}+2 m_{\beta}+k_{\alpha}+k_{\beta}+2 p_{\alpha}+2 p_{\beta}+r_{\alpha}+r_{\beta}+\mu_{i}+\mu_{j}+2} \\
& \times \int_{0}^{\infty} d p p^{2 n_{\alpha}+2 n_{\beta}+k_{\alpha}+k_{\beta}+2 q_{\alpha}+2 q_{\beta}+r_{\alpha}+r_{\beta}+\nu_{i}+\nu_{j}+2} n(1 \pm n) \tag{B1}
\end{align*}
$$

where we defined:

$$
\begin{equation*}
\tilde{h}(n, k) \equiv \int_{0}^{2 \pi} \cos (n \psi)[\cos \psi]^{k} \frac{d \psi}{2 \pi}=\frac{k!}{2^{k}} \frac{\theta(k-|n|) E(k+n)}{\left[\left(\frac{k-n}{2}\right)!\right]\left[\left(\frac{k+n}{2}\right)!\right]} . \tag{B2}
\end{equation*}
$$

In the derivations here, we used the same rescaling as above, namely: $\rho \sqrt{\beta} \rightarrow \rho, z \sqrt{\beta \kappa} \rightarrow z$, and $p \sqrt{\beta} \rightarrow p$.

## 2. Matrix elements of $\hat{H}$

We note that $\left\{\xi_{j} \phi_{\beta}, \mathcal{H}_{\mathrm{B} / \mathrm{F}}\right\}=\xi_{j}\left\{\phi_{\beta}, \mathcal{H}_{\mathrm{B} / \mathrm{F}}\right\}+\phi_{\beta}\left\{\xi_{j}, \mathcal{H}_{\mathrm{B} / \mathrm{F}}\right\}$. The first term was evaluated above, in Eqs. (A8)-(A9), while the second term can be written as $\left\{\xi_{j}, \mathcal{H}_{\mathrm{B} / \mathrm{F}}\right\}=\sum_{k} X_{j k}^{\mathrm{B} / \mathrm{F}} \xi_{k}$, where

$$
X_{j k}^{\mathrm{B}}=\left[\begin{array}{ccc}
0 & 2 & 0  \tag{B3}\\
-\gamma_{\mathrm{B}} & 0 & 1 \\
0 & -2 \gamma_{\mathrm{B}} & 0
\end{array}\right], \quad X_{j k}^{\mathrm{F}}=\left[\begin{array}{ccc}
0 & 2 m_{\mathrm{B}} / m_{\mathrm{F}} & 0 \\
-\gamma_{\mathrm{F}} & 0 & m_{\mathrm{B}} / m_{\mathrm{F}} \\
0 & -2 \gamma_{\mathrm{F}} & 0
\end{array}\right]
$$

Following the above form for the Poisson brackets, we write $\left(\mathrm{H}_{\mathrm{F}}\right)_{\alpha \beta}^{i j}=\left(\mathrm{H}_{\mathrm{F}}\right)_{\alpha \beta, 1}^{i j}+\left(\mathrm{H}_{\mathrm{F}}\right)_{\alpha \beta, 2}^{i j}$, and a straightforward algebra in the spirit of preceding calculations gives:

$$
\begin{align*}
& \left(\mathrm{H}_{\mathrm{F}}\right)_{\alpha \beta, 1}^{i j}=\int d^{3} \boldsymbol{r} \frac{d^{3} \boldsymbol{p}}{(2 \pi)^{3}} \xi_{i} \xi_{j} \phi_{\alpha}\left\{\phi_{\beta}, \mathcal{H}_{\mathrm{F}}\right\} \times n_{\mathrm{eq}, \mathrm{~F}}\left(1-n_{\mathrm{eq}, \mathrm{~F}}\right)=\frac{1}{4 \pi \beta^{3} \sqrt{\kappa}}\{  \tag{B4}\\
& \frac{m_{\mathrm{B}}}{m_{\mathrm{F}}}\left[\left(2 m_{\beta} \tilde{h}\left(\left|\nu_{i}-\nu_{j}\right|, k_{\alpha}+k_{\beta}+1\right)+k_{\beta} \tilde{h}\left(\left|\nu_{i}-\nu_{j}\right|, k_{\alpha}+k_{\beta}-1\right)\right)\right. \\
& \times g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}}{2}, m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}+\mu_{i}+\mu_{j}-1}{2}\right) g\left(q_{\alpha}+q_{\beta}+\frac{r_{\alpha}+r_{\beta}}{2}, n_{\alpha}+n_{\beta}+\frac{k_{\alpha}+k_{\beta}+\nu_{i}+\nu_{j}+1}{2}\right) \\
& +\sqrt{\kappa}\left(2 p_{\beta}+r_{\beta}\right) \tilde{h}\left(\left|\nu_{i}-\nu_{j}\right|, k_{\alpha}+k_{\beta}\right) \\
& \left.\times g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}-1}{2}, m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}+\mu_{i}+\mu_{j}}{2}\right) g\left(q_{\alpha}+q_{\beta}+\frac{r_{\alpha}+r_{\beta}+1}{2}, n_{\alpha}+n_{\beta}+\frac{k_{\alpha}+k_{\beta}+\nu_{i}+\nu_{j}}{2}\right)\right] \\
& \times \int_{0}^{\infty} d r r^{2 m_{\alpha}+2 m_{\beta}+k_{\alpha}+k_{\beta}+2 p_{\alpha}+2 p_{\beta}+r_{\alpha}+r_{\beta}+\mu_{i}+\mu_{j}+1 \int_{0}^{\infty} d p p^{2 n_{\alpha}+2 n_{\beta}+k_{\alpha}+k_{\beta}+2 q_{\alpha}+2 q_{\beta}+r_{\alpha}+r_{\beta}+\nu_{i}+\nu_{j}+3} n_{\mathrm{F}, \mathrm{eq}}\left(1-n_{\mathrm{F}, \mathrm{eq}}\right)} \\
& -\left[\left(2 n_{\beta} \tilde{h}\left(\left|\nu_{i}-\nu_{j}\right|, k_{\alpha}+k_{\beta}+1\right)+k_{\beta} \tilde{h}\left(\left|\nu_{i}-\nu_{j}\right|, k_{\alpha}+k_{\beta}-1\right)\right)\right. \\
& \times g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}}{2}, m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}+\mu_{i}+\mu_{j}+1}{2}\right) g\left(q_{\alpha}+q_{\beta}+\frac{r_{\alpha}+r_{\beta}}{2}, n_{\alpha}+n_{\beta}+\frac{k_{\alpha}+k_{\beta}+\nu_{i}+\nu_{j}-1}{2}\right) \\
& +\sqrt{\kappa}\left(2 q_{\beta}+r_{\beta}\right) \tilde{h}\left(\left|\nu_{i}-\nu_{j}\right|, k_{\alpha}+k_{\beta}\right) \\
& \left.\times g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}+1}{2}, m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}+\mu_{i}+\mu_{j}}{2}\right) g\left(q_{\alpha}+q_{\beta}+\frac{r_{\alpha}+r_{\beta}-1}{2}, n_{\alpha}+n_{\beta}+\frac{k_{\alpha}+k_{\beta}+\nu_{i}+\nu_{j}}{2}\right)\right] \\
& \left.\times \int_{0}^{\infty} d r r^{2 m_{\alpha}+2 m_{\beta}+k_{\alpha}+k_{\beta}+2 p_{\alpha}+2 p_{\beta}+r_{\alpha}+r_{\beta}+\mu_{i}+\mu_{j}+3} \gamma_{\mathrm{F}}(r) \int_{0}^{\infty} d p p^{2 n_{\alpha}+2 n_{\beta}+k_{\alpha}+k_{\beta}+2 q_{\alpha}+2 q_{\beta}+r_{\alpha}+r_{\beta}+\nu_{i}+\nu_{j}+1} n_{\mathrm{F}, \mathrm{eq}}\left(1-n_{\mathrm{F}, \mathrm{eq}}\right)\right\} .
\end{align*}
$$

We also get:

$$
\begin{aligned}
& \left(\mathrm{H}_{\mathrm{F}}\right)_{\alpha \beta, 2}^{i j}=\int d^{3} \boldsymbol{r} \frac{d^{3} \boldsymbol{p}}{(2 \pi)^{3}} \xi_{i} \phi_{\alpha} \phi_{\beta}\left\{\xi_{j}, \mathcal{H}_{\mathrm{F}}\right\} \times n_{\mathrm{eq}, \mathrm{~F}}\left(1-n_{\mathrm{eq}, \mathrm{~F}}\right)=\frac{1}{4 \pi \beta^{3} \sqrt{\kappa}} \sum_{k} \tilde{h}\left(\left|\nu_{i}-\nu_{k}\right|, k_{\alpha}+k_{\beta}\right) \\
& \quad \times g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}}{2}, m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}+\mu_{i}+\mu_{k}}{2}\right) g\left(q_{\alpha}+q_{\beta}+\frac{r_{\alpha}+r_{\beta}}{2}, n_{\alpha}+n_{\beta}+\frac{k_{\alpha}+k_{\beta}+\nu_{i}+\nu_{k}}{2}\right) \\
& \quad \times \int_{0}^{\infty} d r r^{2 m_{\alpha}+2 m_{\beta}+k_{\alpha}+k_{\beta}+2 p_{\alpha}+2 p_{\beta}+r_{\alpha}+r_{\beta}+\mu_{i}+\mu_{k}+2} X_{j k}^{\mathrm{F}}(r) \\
& \quad \times \int_{0}^{\infty} d p p^{2 n_{\alpha}+2 n_{\beta}+k_{\alpha}+k_{\beta}+2 q_{\alpha}+2 q_{\beta}+r_{\alpha}+r_{\beta}+\nu_{i}+\nu_{k}+2} n_{\mathrm{F}, \mathrm{eq}}\left(1-n_{\mathrm{F}, \mathrm{eq}}\right) .
\end{aligned}
$$

Similar expressions can be obtained for the bosonic sector (or use the same expressions but substitute: $n_{\mathrm{F}, \mathrm{eq}}(1-$ $\left.n_{\mathrm{F}, \mathrm{eq}}\right) \rightarrow n_{\mathrm{B}, \mathrm{eq}}\left(1+n_{\mathrm{B}, \mathrm{eq}}\right), \frac{m_{\mathrm{B}}}{m_{\mathrm{F}}} \rightarrow 1, \gamma_{\mathrm{F}} \rightarrow \gamma_{\mathrm{B}}$, and $\left.X_{j k}^{\mathrm{F}} \rightarrow X_{j k}^{\mathrm{B}}\right)$.

## 3. Matrix elements of $\hat{S}$

We note that the self-energies entering the matrix $\hat{\text { S }}$ in Eq. (29) now depend not only on $\rho$ but also on the angle $\phi$ between $\boldsymbol{\rho}$ and the $x$-axis:

$$
\begin{equation*}
\Sigma_{\mathrm{B}}\left[\Delta_{\mathrm{B}} \xi_{j} \phi_{\beta}\right](\rho, z, \phi)=2 g_{\mathrm{B}} \int \frac{d^{3} \boldsymbol{p}}{(2 \pi)^{3}} n_{\mathrm{B}, \mathrm{eq}}\left(1+n_{\mathrm{B}, \mathrm{eq}}\right) \xi_{j} \phi_{\beta} \rightarrow \frac{2 g_{\mathrm{B}}}{\beta^{3 / 2}} \cos (2 \phi) \rho^{2 m_{\beta}+k_{\beta}+\mu_{j}} z^{2 p_{\beta}+r_{\beta}} v_{\mathrm{B}, \beta j}(r), \tag{B6}
\end{equation*}
$$

where we rescaled the variables as $\rho \sqrt{\beta} \rightarrow \rho, z \sqrt{\beta \kappa} \rightarrow z$, and $p \sqrt{\beta} \rightarrow p$ and introduced:

$$
\begin{equation*}
v_{\mathrm{B} / \mathrm{F}, \beta j}(r) \equiv \frac{1}{(2 \pi)^{2}} \tilde{h}\left(\nu_{j}, k_{\beta}\right) g\left(q_{\beta}+\frac{r_{\beta}}{2}, n_{\beta}+\frac{k_{\beta}+\nu_{j}}{2}\right) \int_{0}^{\infty} d p p^{2 n_{\beta}+k_{\beta}+2 q_{\beta}+r_{\beta}+\nu_{j}+2} n(r, p)(1 \pm n(r, p)) . \tag{B7}
\end{equation*}
$$

Following the Poisson bracket expansion (see the preceding subsection), we write $\left(\mathrm{S}_{\mathrm{B}}\right)_{\alpha \beta}^{i j}=\left(\mathrm{S}_{\mathrm{B}}\right)_{\alpha \beta, 1}^{i j}+\left(\mathrm{S}_{\mathrm{B}}\right)_{\alpha \beta, 2}^{i j}$, where:

$$
\begin{align*}
& \left(\mathrm{S}_{\mathrm{B}}\right)_{\alpha \beta, 1}^{i j}=\frac{2 g_{\mathrm{B}}}{4 \pi \beta^{7 / 2} \sqrt{\kappa}}\left\{\left[\left(2 m_{\alpha} \tilde{h}\left(\nu_{i}, k_{\alpha}+1\right)+k_{\alpha} \tilde{h}\left(\nu_{i}, k_{\alpha}-1\right)\right)\right.\right.  \tag{B8}\\
& \quad \times g\left(q_{\alpha}+\frac{r_{\alpha}}{2}, n_{\alpha}+\frac{k_{\alpha}+\nu_{i}+1}{2}\right) g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}}{2}, m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}+\mu_{i}+\mu_{j}-1}{2}\right) \\
& \left.+\sqrt{\kappa}\left(2 p_{\alpha}+r_{\alpha}\right) \tilde{h}\left(\nu_{i}, k_{\alpha}\right) g\left(q_{\alpha}+\frac{r_{\alpha}+1}{2}, n_{\alpha}+\frac{k_{\alpha}+\nu_{i}}{2}\right) g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}-1}{2}, m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}+\mu_{i}+\mu_{j}}{2}\right)\right] \\
& \quad \times \int_{0}^{\infty} d r r^{2 m_{\alpha}+2 m_{\beta}+k_{\alpha}+k_{\beta}+2 p_{\alpha}+2 p_{\beta}+r_{\alpha}+r_{\beta}+\mu_{i}+\mu_{j}+1 v_{\mathrm{B}, \beta} \int_{0}^{\infty} d p p^{2 n_{\alpha}+k_{\alpha}+2 q_{\alpha}+r_{\alpha}+\nu_{i}+3} n_{\mathrm{B}, \mathrm{eq}}\left(1+n_{\mathrm{B}, \mathrm{eq}}\right)} \\
& -\left[\left(2 n_{\alpha} \tilde{h}\left(\nu_{i}, k_{\alpha}+1\right)+k_{\alpha} \tilde{h}\left(\nu_{i}, k_{\alpha}-1\right)\right)\right. \\
& \quad \times g\left(q_{\alpha}+\frac{r_{\alpha}}{2}, n_{\alpha}+\frac{k_{\alpha}+\nu_{i}-1}{2}\right) g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}}{2}, m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}+\mu_{i}+\mu_{j}+1}{2}\right) \\
& \left.\quad+\sqrt{\kappa}\left(2 q_{\alpha}+r_{\alpha}\right) \tilde{h}\left(\nu_{i}, k_{\alpha}\right) g\left(q_{\alpha}+\frac{r_{\alpha}-1}{2}, n_{\alpha}+\frac{k_{\alpha}+\nu_{i}}{2}\right) g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}+1}{2}, m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}+\mu_{i}+\mu_{j}}{2}\right)\right] \\
& \times \int_{0}^{\infty} d r r^{\left.2 m_{\alpha}+2 m_{\beta}+k_{\alpha}+k_{\beta}+2 p_{\alpha}+2 p_{\beta}+r_{\alpha}+r_{\beta}+\mu_{i}+\mu_{j}+3 v_{\mathrm{B}, \beta} \gamma_{\mathrm{B}} \int_{0}^{\infty} d p p^{2 n_{\alpha}+k_{\alpha}+2 q_{\alpha}+r_{\alpha}+\nu_{i}+1} n_{\mathrm{B}, \mathrm{eq}}\left(1+n_{\mathrm{B}, \mathrm{eq}}\right)\right\}}
\end{align*}
$$

and

$$
\begin{align*}
& \left(\mathrm{S}_{\mathrm{B}}\right)_{\alpha \beta, 2}^{i j}=\frac{2 g_{\mathrm{B}}}{4 \pi \beta^{7 / 2} \sqrt{\kappa}} \sum_{k} \tilde{h}\left(\nu_{k}, k_{\alpha}\right) g\left(p_{\alpha}+p_{\beta}+\frac{r_{\alpha}+r_{\beta}}{2}, m_{\alpha}+m_{\beta}+\frac{k_{\alpha}+k_{\beta}+\mu_{k}+\mu_{j}}{2}\right) g\left(q_{\alpha}+\frac{r_{\alpha}}{2}, n_{\alpha}+\frac{k_{\alpha}+\nu_{k}}{2}\right) \\
& \quad \times \int_{0}^{\infty} d r r^{2 m_{\alpha}+2 m_{\beta}+k_{\alpha}+k_{\beta}+2 p_{\alpha}+2 p_{\beta}+r_{\alpha}+r_{\beta}+\mu_{k}+\mu_{j}+2} X_{i k}^{\mathrm{B}} v_{\mathrm{B}, \beta j} \int_{0}^{\infty} d p p^{2 n_{\alpha}+k_{\alpha}+2 q_{\alpha}+r_{\alpha}+\nu_{k}+2} n_{\mathrm{B}, \mathrm{eq}}\left(1+n_{\mathrm{B}, \mathrm{eq}}\right) . \tag{B9}
\end{align*}
$$

Similar expressions can be obtained for $\left(\mathrm{S}_{\mathrm{BF}}\right)_{\alpha \beta}$ and $\left(\mathrm{S}_{\mathrm{FB}}\right)_{\alpha \beta}$.

## 4. Matrix elements of I

We compute the matrix $\hat{I}$ in the same manner as in the preceding Appendix. The only new element we encounter here is that the polynomial integrands entering collision matrices now depend on the angle $\phi$ between $\rho$ and the $x$-axis. To overcome this issue, we write (in the rescaled variables) expressions of the type: $S\left[\phi_{\alpha} \xi_{i}\right] \rightarrow$ $S_{\alpha, i}\left[\boldsymbol{P}, \boldsymbol{q}, \boldsymbol{q}^{\prime}, \phi\right] \rho^{2 m_{\alpha}+k_{\alpha}+\mu_{i}} z^{2 p_{\alpha}+r_{\alpha}}$, where we also switched to the center-of-mass frame introduced in Appendix A 4. These new functions $S_{\alpha, i}\left[\boldsymbol{P}, \boldsymbol{q}, \boldsymbol{q}^{\prime}, \phi\right]$ are polynomials of $\cos \phi$ and $\sin \phi$ allowing for efficient analytical/numerical computations of

$$
\begin{equation*}
S_{\alpha \beta}^{i j}\left[\boldsymbol{P}, \boldsymbol{q}, \boldsymbol{q}^{\prime}\right] \equiv \int \frac{d \phi}{2 \pi} S_{\alpha, i}\left[\boldsymbol{P}, \boldsymbol{q}, \boldsymbol{q}^{\prime}, \phi\right] S_{\beta, j}\left[\boldsymbol{P}, \boldsymbol{q}, \boldsymbol{q}^{\prime}, \phi\right] . \tag{B10}
\end{equation*}
$$

In our numerics, we write a Mathematica subroutine that evaluates the functions $S_{\alpha \beta}^{i j}\left[\boldsymbol{P}, \boldsymbol{q}, \boldsymbol{q}^{\prime}\right]$, which are now polynomials of $\boldsymbol{P}, \boldsymbol{q}$, and $\boldsymbol{q}^{\prime}$. Plugging these polynomials back into, for instance, the matrix $\mathrm{I}_{\mathrm{B}}$, we arrive at (compare to Eq. (A14)):

$$
\begin{align*}
\left(\mathrm{I}_{\mathrm{B}}\right)_{\alpha \beta}^{i j}= & -\frac{g_{\mathrm{B}}^{2}}{2 \beta^{5} \sqrt{\kappa}} \int d^{3} \boldsymbol{r} \rho^{2 m_{\alpha}+2 m_{\beta}+k_{\alpha}+k_{\beta}+\mu_{i}+\mu_{j}} z^{2 p_{\alpha}+2 p_{\beta}+r_{\alpha}+r_{\beta}} \int \frac{d^{3} \boldsymbol{P}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{q}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{q}^{\prime}}{(2 \pi)^{3}}(2 \pi) \delta\left(q^{2}-q^{\prime 2}\right) \\
& \times\left(1+n_{\mathrm{B}, \mathrm{eq}}(\boldsymbol{r}, \boldsymbol{p})\right)\left(1+n_{\mathrm{B}, \mathrm{eq}}\left(\boldsymbol{r}, \boldsymbol{p}^{\prime}\right)\right) n_{\mathrm{B}, \mathrm{eq}}\left(\boldsymbol{r}, \boldsymbol{p}_{1}\right) n_{\mathrm{B}, \mathrm{eq}}\left(\boldsymbol{r}, \boldsymbol{p}_{1}^{\prime}\right) \times S_{\alpha \beta}^{i j}\left[\boldsymbol{P}, \boldsymbol{q}, \boldsymbol{q}^{\prime}\right] . \tag{B11}
\end{align*}
$$

The rest of the computation, including the computation of the matrix $\hat{J}$ which accounts for collisions between bosons and fermions, follows the procedure in Appendix A step-by-step.


FIG. 9. Monopole mode of a classical gas, trapped into a harmonic potential with $\kappa=10^{-2}$. Solid lines in (a) and (b) are the monopole mode frequency $\Omega_{\text {mon }}$ and its dampening $\Gamma_{\text {mon }}$, respectively, computed using the approach developed here. Dashed lines were extracted from Ref. [75]. Similarly to our results in the main text, cf. Fig. 4, the classical gas also exhibits a collisionless-to-hydrodynamic crossover, as evidenced, for instance, by the non-monotonic behavior of $\Gamma_{\text {mon }}$.

## Appendix C: Benchmarking and applications of collision integral calculations

## 1. Monopole mode of a classical gas

A simple and straightforward way to benchmark the method developed in this work is to consider a classical gas trapped in a harmonic potential. Such a gas at equilibrium follows the Boltzmann-Maxwell distribution function, which is Gaussian. The Hartree-Fock self-energy of the gas can also be neglected. Correspondingly, in the GMM ansatz in Eq. (43), we only need to keep track of a single harmonic $\left(M_{0}=1\right)$. In case of a dilute gas, we can further approximate $1+n_{\mathrm{eq}} \approx 1$, which simplifies the calculations below.

We focus on the monopole mode and consider the truncation order to be $M=1$, so that in total we have 7 basis functions for the method of moments. All of the matrices entering the kinetic equation (25) can be computed analytically:

$$
\frac{\mathrm{M}_{\alpha \beta}}{N_{\text {tot }}}=\left[\begin{array}{ccccccc}
1 & \frac{2}{\beta} & \frac{2}{\beta} & 0 & \frac{1}{\kappa \beta} & \frac{1}{\beta} & 0  \tag{C1}\\
\frac{2}{\beta} & \frac{8}{\beta^{2}} & \frac{4}{\beta^{2}} & 0 & \frac{2}{\kappa \beta^{2}} & \frac{2}{\beta^{2}} & 0 \\
\frac{2}{\beta} & \frac{4}{\beta^{2}} & \frac{8}{\beta^{2}} & 0 & \frac{2}{\kappa \beta^{2}} & \frac{2}{\beta^{2}} & 0 \\
0 & 0 & 0 & \frac{2}{\beta^{2}} & 0 & 0 & 0 \\
\frac{1}{\kappa \beta} & \frac{2}{\kappa \beta^{2}} & \frac{2}{\kappa \beta^{2}} & 0 & \frac{3}{\kappa^{2} \beta^{2}} & \frac{1}{\kappa \beta^{2}} & 0 \\
\frac{1}{\beta} & \frac{2}{\beta^{2}} & \frac{2}{\beta^{2}} & 0 & \frac{1}{\kappa \beta^{2}} & \frac{3}{\beta^{2}} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{\kappa \beta^{2}}
\end{array}\right], \quad \frac{\mathrm{H}_{\alpha \beta}}{N_{\text {tot }}}=\left[\begin{array}{ccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\frac{4}{\beta^{2}} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{4}{\beta^{2}} & 0 & 0 & 0 \\
0 & \frac{4}{\beta^{2}} & -\frac{4}{\beta^{2}} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -\frac{2}{\kappa \beta^{2}} \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{2}{\beta^{2}} \\
0 & 0 & 0 & 0 & \frac{2}{\kappa \beta^{2}} & -\frac{2}{\beta^{2}} & 0
\end{array}\right],
$$

where $N_{\text {tot }}=e^{\mu \beta} /\left(\beta^{3} \sqrt{\kappa}\right)$ is the total number of particles and $\mu$ is the chemical potential. Note that following the main text notations, we set $m=1$ in this subsection. The collision integral matrix $\mathrm{I}_{\alpha \beta}$ has only four nonzero matrix elements, namely: $\mathrm{I}_{33}=\mathrm{I}_{66}=N_{\text {tot }} I$ and $\mathrm{I}_{36}=\mathrm{I}_{63}=-N_{\mathrm{tot}} I$, where

$$
\begin{align*}
I \approx-\frac{g_{\mathrm{B}}^{2}}{2 N_{\mathrm{tot}}} \int d^{3} \boldsymbol{r} \frac{d^{3} \boldsymbol{p}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}^{\prime}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{p}_{1}}{(2 \pi)^{3}} & \frac{d^{3} \boldsymbol{p}_{1}^{\prime}}{(2 \pi)^{3}} \times(2 \pi)^{3} \delta\left(\boldsymbol{p}+\boldsymbol{p}^{\prime}-\boldsymbol{p}_{1}-\boldsymbol{p}_{1}^{\prime}\right) \\
& \times(2 \pi) \delta\left(\varepsilon_{p}+\varepsilon_{p^{\prime}}-\varepsilon_{p_{1}}-\varepsilon_{p_{1}^{\prime}}\right) \times n_{\mathrm{eq}}\left(\boldsymbol{r}, \boldsymbol{p}_{1}\right) n_{\mathrm{eq}}\left(\boldsymbol{r}, \boldsymbol{p}_{1}^{\prime}\right) \times S\left[p_{z}^{2}\right] S\left[p_{z}^{2}\right] . \tag{C2}
\end{align*}
$$

By switching to the center-of-mass frame following Appendix A 4, we get:

$$
\begin{equation*}
I \approx-\frac{g_{\mathrm{B}}^{2}}{2 N_{\mathrm{tot}}} \int d^{3} \boldsymbol{r} \frac{d^{3} \boldsymbol{P}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{q}}{(2 \pi)^{3}} \frac{d^{3} \boldsymbol{q}^{\prime}}{(2 \pi)^{3}} \times \frac{\pi}{q} \delta\left(q-q^{\prime}\right) n_{\mathrm{eq}}\left(\boldsymbol{r}, \boldsymbol{p}_{1}\right) n_{\mathrm{eq}}\left(\boldsymbol{r}, \boldsymbol{p}_{1}^{\prime}\right) \times S\left[p_{z}^{2}\right] S\left[p_{z}^{2}\right] . \tag{C3}
\end{equation*}
$$

Integration over the real-space gives:

$$
\begin{equation*}
\int d^{3} \boldsymbol{r} n_{\mathrm{eq}}\left(\boldsymbol{r}, \boldsymbol{p}_{1}\right) n_{\mathrm{eq}}\left(\boldsymbol{r}, \boldsymbol{p}_{1}^{\prime}\right)=\frac{\pi^{\frac{3}{2}} e^{2 \mu \beta}}{\beta^{\frac{3}{2}} \kappa^{\frac{1}{2}}} \exp \left\{-\beta q^{2}-\frac{1}{4} \beta P^{2}\right\} \tag{C4}
\end{equation*}
$$

We note that $S\left[p_{z}^{2}\right]=2\left(q_{z}^{2}-q_{z}^{\prime 2}\right)$, i.e., it does not depend on $\boldsymbol{P}$, which can now be easily integrated out:

$$
\begin{equation*}
\int \frac{d^{3} \boldsymbol{P}}{(2 \pi)^{3}} \exp \left\{-\frac{1}{4} \beta P^{2}\right\}=\left(\frac{1}{\pi \beta}\right)^{\frac{3}{2}} \tag{C5}
\end{equation*}
$$

The remaining integration is straightforward:

$$
\begin{equation*}
I \approx-\frac{4}{15 \pi^{3}} \frac{g_{\mathrm{B}}^{2} e^{\mu \beta}}{\beta^{4}}=-\frac{8}{15 \beta^{2}} \sigma n_{0} v_{T}=-\frac{16}{15 \beta^{2}} \gamma_{\mathrm{coll}} \tag{C6}
\end{equation*}
$$

where $v_{T}=\sqrt{8 /(\pi \beta)}$ is the thermal velocity, $n_{0}$ is the density at the center of the trap, and $\gamma_{\text {coll }}=\sigma n_{0} v_{T} / 2$.
Our numerical subroutines reproduce the above analytical matrices and reproduce the known results from Ref. [75], as shown in Fig. 9. Specifically, Ref. [75] demonstrated that the method of moments with $M=1$ applied to a classical


FIG. 10. The fermion (Bose polaron) decay rate as a function of temperature for unitary ( $T_{a}=0$ ) and non-unitary BoseFermi interactions $\left(T_{a}=5 T_{c}\right)$. Solid curves correspond to resuming the Taylor series expansion, Eq. (C14) derived in Ref. [95]. Dashed curves correspond to the GMM ansatz, Eq. (C12), where the maximal bosonic fugacity is chosen to be $z_{\max }=0.99$ (black dashed vertical line) so that we have $M_{0}=17$ Gaussians in total, cf. Fig. 3(b). The domain of applicability of the GMM approach is $T \gtrsim 1.1 T_{c}$, where the two types of calculations essentially coincide. Notably, the GMM predictions for $T \lesssim 1.1 T_{c}$ (shaded region) are also in remarkable agreement with the more accurate Taylor series resummation.
thermal gas agrees remarkably well with more precise molecular dynamics simulations. From this result, one can also conclude that $M=1$ is expected to be an excellent approximation. If one wants to study a quantum gas where the equilibrium distribution function is no longer Gaussian (as done in the main text), one may need to consider $M \geq 1$. In the main text, we fixed $M=2$ and checked that further increasing $M$ does not result in an appreciable difference in the resulting spectral functions.

## 2. Bose polaron decay rate

In this subsection, we demonstrate that the GMM approach can be applied to experimentally relevant quantum many-body systems with strong interactions; in these systems, one cannot disregard the momentum dependence of the scattering amplitude. We follow Ref. [95] and consider the impurity limit where we have a single fermion (Bose polaron) immersed into a homogeneous bosonic bath. The fermion decay rate $\Gamma$ in this case can be estimated as [95]:

$$
\begin{equation*}
\Gamma=\frac{\lambda_{\mathrm{F}}^{3}}{m_{r}} \int \frac{d^{3} \boldsymbol{k}_{\mathrm{B}}}{(2 \pi)^{3}} \int \frac{d^{3} \boldsymbol{k}_{\mathrm{F}}}{(2 \pi)^{3}} e^{-\beta k_{\mathrm{F}}^{2} /\left(2 m_{\mathrm{F}}\right)} n_{\mathrm{B}}\left(k_{\mathrm{B}}\right) \sigma(k) k, \tag{C7}
\end{equation*}
$$

where $\boldsymbol{v}_{\mathrm{rel}}=\boldsymbol{k} / m_{r}=\boldsymbol{k}_{\mathrm{F}} / m_{\mathrm{F}}-\boldsymbol{k}_{\mathrm{B}} / m_{\mathrm{B}}, \boldsymbol{k}$ is the relative momentum between the two scattering particles, and $m_{r}=m_{\mathrm{F}} m_{\mathrm{B}} /\left(m_{\mathrm{F}}+m_{\mathrm{B}}\right)$ is the reduced mass. We neglect the Bose-Bose interactions, $a_{\mathrm{B}}=0$, corresponding to an ideal Bose gas. We will also consider temperature $T$ to be both below and above $T_{c}$. Below $T_{c}$, the fermion decay rate comes from scatterings off the thermal bosons. For $T \leq T_{c}$, the bosonic chemical potential is zero $\mu_{\mathrm{B}}=0\left(z_{\mathrm{B}}=1\right)$. Since the Bose-Fermi coupling can be strong, we take into account the $k$-dependence of the scattering cross section:

$$
\begin{equation*}
\sigma(k)=\frac{4 \pi a_{\mathrm{BF}}^{2}}{1+k^{2} a_{\mathrm{BF}}^{2}} \tag{C8}
\end{equation*}
$$

where $a_{\mathrm{BF}}$ is the Bose-Fermi scattering length. At this stage, we employ the GMM expansion:

$$
\begin{equation*}
n_{\mathrm{B}}(p) \approx \sum_{s=1}^{M_{0}} a_{\mathrm{B}, s} \exp \left(-\frac{\beta p^{2}}{2 m_{\mathrm{B}} \gamma_{\mathrm{B}, s}^{2}}\right) \tag{C9}
\end{equation*}
$$

In what follows, we will avoid writing the subscript $B$ to ease the notations, as it is clear that the GMM ansatz in this subsection refers solely to bosons. The scattering rate $\Gamma$ is then written as:

$$
\begin{equation*}
\Gamma \approx \frac{\lambda_{\mathrm{F}}^{3}}{m_{r}} \sum_{s=1}^{M_{0}} a_{s} \int \frac{d^{3} \boldsymbol{k}_{\mathrm{B}}}{(2 \pi)^{3}} \int \frac{d^{3} \boldsymbol{k}_{\mathrm{F}}}{(2 \pi)^{3}} \frac{4 \pi a_{\mathrm{BF}}^{2} k}{1+k^{2} a_{\mathrm{BF}}^{2}} \exp \left[-\frac{\beta k_{\mathrm{F}}^{2}}{2 m_{\mathrm{F}}}-\frac{\beta k_{\mathrm{B}}^{2}}{2 m_{\mathrm{B}} \gamma_{s}^{2}}\right] \tag{C10}
\end{equation*}
$$

To evaluate this integral, we introduce the following change of variables from $\boldsymbol{k}_{\mathrm{F}}$ and $\boldsymbol{k}_{\mathrm{B}}$ to $\boldsymbol{K}$ and $\boldsymbol{k}$ :

$$
\left\{\begin{array}{l}
\boldsymbol{k}_{\mathrm{F}}=\frac{\alpha}{1+\alpha} \boldsymbol{K}+\frac{1+\alpha}{1+\alpha \gamma_{s}^{2}} \boldsymbol{k}  \tag{C11}\\
\boldsymbol{k}_{\mathrm{B}}=\frac{1}{1+\alpha} \boldsymbol{K}-\frac{1+\alpha}{1+\alpha \gamma_{s}^{2}} \gamma_{s}^{2} \boldsymbol{k}
\end{array}\right.
$$

Here $\alpha=m_{\mathrm{F}} / m_{\mathrm{B}}$. This linear transformation (i) has unity Jacobian, (ii) respects that $\boldsymbol{k}$ is the relative momentum, and (iii) allows us to directly integrate out $\boldsymbol{K}$. After simple algebra, we obtain:

$$
\begin{equation*}
\Gamma=\frac{v_{\mathrm{rel}}}{\lambda_{\mathrm{B}}^{3}} \sum_{s=1}^{M_{0}} a_{s} \gamma_{s}^{3} \sqrt{\frac{1+\alpha \gamma_{s}^{2}}{1+\alpha}} \tilde{\sigma}\left(\frac{T}{T_{a}} \frac{1+\alpha \gamma_{s}^{2}}{1+\alpha}\right) \tag{C12}
\end{equation*}
$$

where $v_{\text {rel }}=\sqrt{8 T /\left(\pi m_{r}\right)}, T_{a}=1 /\left(2 m_{r} a_{\mathrm{BF}}^{2}\right)$, and

$$
\begin{equation*}
\tilde{\sigma}(y)=8 \pi a^{2} \int_{0}^{\infty} d x x^{3}\left[1+y x^{2}\right]^{-1} e^{-x^{2}} \tag{C13}
\end{equation*}
$$

If one were to use a Taylor series expansion instead, then one should substitute:

$$
\begin{equation*}
a_{s} \rightarrow z^{s}, \gamma_{s} \rightarrow \frac{1}{\sqrt{s}}, M_{0} \rightarrow \infty \Rightarrow \Gamma_{\mathrm{TS}}=\frac{v_{\mathrm{rel}}}{\lambda_{\mathrm{B}}^{3}} \sum_{s=1}^{\infty} \frac{z^{s}}{s^{3 / 2}} \sqrt{\frac{1}{s} \frac{s+\alpha}{1+\alpha}} \tilde{\sigma}\left(\frac{T}{T_{a}} \frac{1}{s} \frac{s+\alpha}{1+\alpha}\right) \tag{C14}
\end{equation*}
$$

The result in Eq. (C14) exactly reproduces Eq. (32) of Ref. [95].
The physics of the Bose polaron decay rate is quite fascinating, and the interested reader is referred to the thorough discussion in Ref. [95]. Here, we focus on the validity of our GMM calculations. Figure 10 shows the comparison between the GMM result in Eq. (C12) and the Taylor series expression (C14) for both unitary ( $T_{a}=0$ ) and nonunitary interactions $\left(T_{a}=5 T_{c}\right)$. For the GMM ansatz, we set the maximal bosonic fugacity to be $z=0.99$ so that we have $M_{0}=17$ Gaussians in total, cf. Fig. 3(b). This choice of the maximal fugacity implies that the domain of applicability of the GMM calculations is $T \gtrsim 1.1 T_{c}$, where the two types of calculations coincide. Even for $T \lesssim 1.1 T_{c}$, the two approaches agree remarkably well (see Fig. 10).

To get a sense of how the two calculations differ from each other for $T \lesssim 1.1 T_{c}$, we consider the unitary limit with $T_{a}=0$. In this case, both approaches predict linear in $T$ behavior for $T \leq T_{c}$ (where the bosonic fugacity is $z=1$ ), meaning the maximal discrepancy between the two calculations can be estimated to be $\left|\Gamma\left(T_{c}\right)-\Gamma_{\mathrm{TS}}\left(T_{c}\right)\right| / \Gamma_{\mathrm{TS}}\left(T_{c}\right) \approx$ $0.7 \%$. This remarkable agreement, in the most challenging regime at $T=T_{c}$ and with unitary interactions, stems from the fact that the bosonic GMM expansion can be accurately extrapolated outside its domain of applicability, cf. Fig. 3(b), as discussed in Sec. III of the main text.

## 3. Shear viscosity of a strongly-interacting two-component Fermi system

In this subsection, we demonstrate that the fermionic version of the GMM, cGMM, readily enables computation of interesting transport coefficients such as the shear viscosity. To this end, we follow Ref. [86] and consider a homogeneous two-component fermionic fluid in its normal state where, within the method of moments, the shear viscosity is given by [86]:

$$
\begin{equation*}
\eta=\frac{2}{T m^{2}} \frac{\left[\int \frac{d^{3} \boldsymbol{p}}{(2 \pi)^{3}} p_{x}^{2} p_{y}^{2} n_{p}\left(1-n_{p}\right)\right]^{2}}{\frac{1}{4} \int \frac{d^{3} \boldsymbol{p}}{(2 \pi)^{3}} \int \frac{d^{3} \boldsymbol{p}^{\prime}}{(2 \pi)^{3}} \int d \Omega \frac{d \sigma(q)}{d \Omega} \frac{\left|\boldsymbol{p}-\boldsymbol{p}^{\prime}\right|}{m} n_{p} n_{p^{\prime}}\left(1-n_{p_{1}}\right)\left(1-n_{p_{1}^{\prime}}\right) \times\left(S\left[p_{x} p_{y}\right]\right)^{2}} . \tag{C15}
\end{equation*}
$$



FIG. 11. Performance of the cGMM expansion on a strongly-interacting Fermi fluid. (a) The chemical potential $\mu$ as a function of $T$ : the solid line encodes the exact dependence, while the dashed one corresponds to the cGMM. In our simulations, we chose $z_{\max }=10^{5}$, which implies that the domain of applicability of the cGMM is $T \gtrsim 0.1 T_{F}$ (vertical dashed line), where the two calculation coincide. (b) The shear viscosity $\eta$ of the fluid as a function of $T$ at $k_{F}|a|=4.5$ ( $\eta$ is normalized by $\left.\eta_{\mathrm{cl}}\left(T_{F}\right)=5 \sqrt{m T_{F}} /\left(32 a^{2} \sqrt{\pi}\right)\right)$. The solid curve is taken from Ref. [86], while the dashed one is obtained using the cGMM, and the two results reasonably agree. The choice $k_{F}|a|=4.5$ implies that $T_{a} \approx 0.1 T_{F}$ and allows one to see the $\sim T^{3 / 2}$ scaling (dotted line) at high temperatures, $T_{F}, T_{a} \ll T$. The shaded regions in (a) and (b) are where the chosen cGMM is no longer applicable.

In an above expression, $n_{p}=\left[\exp \left(\beta\left(\varepsilon_{p}-\mu\right)\right)+1\right]^{-1}$ is the Fermi-Dirac distribution function, $S[f]=f+f^{\prime}-f_{1}-f_{1}^{\prime} \Rightarrow$ $S\left[p_{x} p_{y}\right]=2\left(q_{x} q_{y}-q_{x}^{\prime} q_{y}^{\prime}\right)$, and the differential cross section is given by $\left(\boldsymbol{q}=\left(\boldsymbol{p}-\boldsymbol{p}^{\prime}\right) / 2\right)$ :

$$
\begin{equation*}
\frac{d \sigma(q)}{d \Omega}=\frac{a^{2}}{1+q^{2} a^{2}} \tag{C16}
\end{equation*}
$$

where $\Omega$ is the solid angle of the relative momentum $\boldsymbol{q}^{\prime}=\left(\boldsymbol{p}_{1}-\boldsymbol{p}_{1}^{\prime}\right)$ with respect to the direction of $\boldsymbol{q}$.
In the limit where the fermionic distribution function is approximately Gaussian $\left(E_{F} \ll T\right)$, the shear viscosity can be computed analytically:

$$
\begin{equation*}
\eta=\frac{5}{8} \frac{\sqrt{\pi m T}}{\bar{\sigma}\left(T / T_{a}\right)}, \text { where } \bar{\sigma}(y)=\frac{4 \pi a^{2}}{3} \int_{0}^{\infty} d x x^{7}\left[1+y x^{2}\right]^{-1} e^{-x^{2}} \tag{C17}
\end{equation*}
$$

where $T_{a}=1 /\left(m a^{2}\right)$. In the limit $T \ll T_{a}$, we have $\eta_{\mathrm{cl}}=5 \sqrt{m T} /\left(32 a^{2} \sqrt{\pi}\right) \sim \sqrt{T}$. In the opposite limit, $T_{a} \ll T$, we get $\eta=15(m T)^{3 / 2} /(32 \sqrt{\pi}) \sim T^{3 / 2}($ dotted line in Fig. 11(b)).

At lower temperatures, where the distribution function is no longer Gaussian, we can employ the cGMM expansion:

$$
\begin{equation*}
n_{p} \approx \sum_{s} a_{s} \exp \left(-\frac{\beta p^{2}}{2 m \gamma_{s}^{2}}\right) \tag{C18}
\end{equation*}
$$

which is valid for any $z=\exp (\beta \mu) \leq z_{\max }$. We choose $z_{\max }=10^{5}$, cf. Fig. 3(c). This choice limits the lowest temperature in our analysis to be $T_{\min } \approx 0.1 E_{F}$ (for this estimate, we used $\mu=E_{F}$ ). If one is interested in even lower temperatures, then one should increase $z_{\max }$ and redo the cGMM fitting following Sec. III. As a first step, we solve for the temperature dependence of the chemical potential $\mu(T)$, which can be obtained by fixing the total fermionic density:

$$
\begin{equation*}
n_{\mathrm{tot}}=2 \int \frac{d^{3} \boldsymbol{p}}{(2 \pi)^{3}} n_{p}=-2\left(\frac{m T}{2 \pi \beta}\right)^{\frac{3}{2}} \xi_{\frac{3}{2}}(-z) \tag{C19}
\end{equation*}
$$

Here, the factor of 2 encodes that we have a two-component Fermi fluid. The momentum integration in Eq. (C19) can also be carried out using Eq. (C18), allowing us to determine the chemical potential within the cGMM approximation. We find that within the applicability of the cGMM expansion $\left(T \gtrsim 0.1 E_{F}\right)$, the two calculations for $\mu(T)$ coincide (see Fig. 11(a)).

The primary challenge we encounter when analyzing Eq. (C15) is the evaluation of the denominator which, in the center-of-mass frame, is proportional to:

$$
\begin{equation*}
I=\int \frac{d^{3} \boldsymbol{P}}{(2 \pi)^{3}} \int \frac{d^{3} \boldsymbol{q}}{(2 \pi)^{3}} \int \frac{d \Omega}{4 \pi} \frac{q q_{x}^{2} q_{y}^{2} a^{2}}{1+q^{2} a^{2}} n_{p} n_{p^{\prime}}\left(1-n_{p_{1}}\right)\left(1-n_{p_{1}^{\prime}}\right) \tag{C20}
\end{equation*}
$$

We normalize this integral using the corresponding classical expression, where one additionally neglects the momentum-dependence of the scattering cross section:

$$
\begin{equation*}
I_{\mathrm{cl}}=e^{2 \beta \mu} \int \frac{d^{3} \boldsymbol{P}}{(2 \pi)^{3}} \int \frac{d^{3} \boldsymbol{q}}{(2 \pi)^{3}} \int \frac{d \Omega}{4 \pi} q q_{x}^{2} q_{y}^{2} a^{2} \exp \left\{-\frac{\beta\left(p^{2}+p^{\prime 2}\right)}{2 m}\right\} \tag{C21}
\end{equation*}
$$

As in Appendix A 4, we write $I$ as a sum of four terms $I=I_{1}-I_{2}-I_{3}+I_{4}$ and plug in the cGMM expansion (C18). Under the summations over the cGMM indices, we will get the following type of expressions, cf. Eq. (A15):

$$
\begin{equation*}
\frac{\int \frac{d^{3} \boldsymbol{q}}{(2 \pi)^{3}} \int \frac{d \Omega}{4 \pi} \frac{q q_{x}^{2} q_{y}^{2}}{1+q^{2} T / T_{a}} \int \frac{d^{3} \boldsymbol{P}}{(2 \pi)^{3}} \exp \left\{-\frac{P^{2}}{2 \gamma_{P}^{2}}-\frac{q^{2}}{\gamma_{q}^{2}}+\frac{1}{\gamma_{P}}\left(A \boldsymbol{q}+B \boldsymbol{q}^{\prime}\right) \cdot \boldsymbol{P}\right\}}{e^{2 \beta \mu} \int \frac{d^{3} \boldsymbol{q}}{(2 \pi)^{3}} \int \frac{d \Omega}{4 \pi} q q_{x}^{2} q_{y}^{2} \int \frac{d^{3} \boldsymbol{P}}{(2 \pi)^{3}} \exp \left\{-\frac{P^{2}}{4}-q^{2}\right\}} \tag{C22}
\end{equation*}
$$

Note that we rescale all the momenta as $\beta p^{2} / m \rightarrow p^{2}$. Integration over $\boldsymbol{P}$ yields, cf. Eq. (A16):

$$
\begin{equation*}
\frac{\int \frac{d^{3} \boldsymbol{P}}{(2 \pi)^{3}} \exp \left\{-\frac{P^{2}}{2 \gamma_{P}^{2}}-\frac{q^{2}}{\gamma_{q}^{2}}+\frac{1}{\gamma_{P}}\left(A \boldsymbol{q}+B \boldsymbol{q}^{\prime}\right) \cdot \boldsymbol{P}\right\}}{\int \frac{d^{3} \boldsymbol{P}}{(2 \pi)^{3}} \exp \left\{-\frac{P^{2}}{4}\right\}}=\left(\frac{\gamma_{P}}{\sqrt{2}}\right)^{3} \exp \left\{-C_{1} q^{2}+C_{2} \boldsymbol{q} \cdot \boldsymbol{q}^{\prime}\right\} \tag{C23}
\end{equation*}
$$

Integration over the solid angle $\Omega$ yields:

$$
\begin{equation*}
\left(\frac{\gamma_{P}}{\sqrt{2}}\right)^{3} \int \frac{d \Omega}{4 \pi} \exp \left\{-C_{1} q^{2}+C_{2} \boldsymbol{q} \cdot \boldsymbol{q}^{\prime}\right\}=\left(\frac{\gamma_{P}}{\sqrt{2}}\right)^{3} e^{-C_{1} q^{2}} \frac{\sinh \left(C_{2} q^{2}\right)}{C_{2} q^{2}} \tag{C24}
\end{equation*}
$$

Plugging these results in, we rewrite Eq. (C22) as:

$$
\begin{equation*}
\frac{e^{-2 \beta \mu}}{3}\left(\frac{\gamma_{P}}{\sqrt{2}}\right)^{3} \int_{0}^{\infty} d q \frac{q^{7}}{1+q^{2} T / T_{a}} e^{-C_{1} q^{2}} \frac{\sinh \left(C_{2} q^{2}\right)}{C_{2} q^{2}} \tag{C25}
\end{equation*}
$$

This one-dimensional integral, together with the summation over the cGMM harmonics, is easy for numerical evaluations on a single laptop. Figure 11 shows the computed temperature dependence of the shear viscosity $\eta(T)$ : Our result reproduces that of Ref. [86], demonstrating that the cGMM expansion allows for efficient and accurate computation of transport coefficients of strongly-interacting quantum many-body systems.
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